Artificial Intelligence

Propositional logic

Outline

e Knowledge-based agents
e \Wumpus world

e Logic in general - models and entailment
e Propositional (Boolean) logic




Knowledge-based agent
|

Useful in partially observable environments:
1. To remember past observations.

2. To encode a priori knowledge about the
structure of the environment.

3. To be able to combine (1) and (2) with
current observations to derive new
(unobserved) knowledge

Knowledge & Reasoning
G

To address these issues we will introduce:

e Representation of knowledge in a knowledge
base (KB): a list of facts that are known to
the agent.

e Reasoning: Rules to infer new facts from old
facts using rules of inference.

e Logic that provides the natural language for
this task.




Knowledge Bases
|

e Knowledge base:
- set of sentences in a knowledge representation
language.
e Declarative approach to building an agent:
- Tell it what it needs to know.

- Ask it what to do — answers should follow from
the KB.

A simple knowledge-based agent
.|

function KB- AGENT( percept) returns an action
static: KB, a knowledge base
t, a counter, initially 0, indicating time

TELL( KB, MAKE- PERCEPT-SENTENCE( percept, t))
action + ASK( KB, MAKE-ACTION-QUERY({))
TELL( KB, MAKE- ACTION-SENTENCE( action, t))
t—t+1

return action




Wumpus World PEAS description
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- Squares adjacent to wumpus are smelly , sssss CEws
- Squares adjacent to pit are breezy
Glitter iff gold is in the same square : =l ==
- Shooting kills wumpus if you are facing it stant
- Shooting uses up the only arrow 1 2 3 4

- Grabbing picks up gold if in same square
- Releasing drops the gold in same square

Wumpus World PEAS description
.|

° Stench, Breeze, Glitter, Bump, Scream
° Left turn, Right turn, Forward, Grab,
Release, Shoot sssses —
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Wumpus world characterization
G

e Fully Observable No — only perception
e Deterministic Yes — outcomes exactly
specified

e Static Yes — Wumpus and Pits do not move
e Discrete Yes

e Single-agent? Yes — Wumpus is essentially a
natural feature

Exploring a wumpus world
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Logic in general
.|

° are formal languages for representing
information such that conclusions can be drawn
° defines the sentences in the language
define the "meaning" of sentences;
- i.e., define of a sentence in a world

e e.g., the language of arithmetic
- Xx+2 2y is a sentence; x2+y > {} is not a sentence

- x+2 2y is true iff the number x+2 is no less than the numbery

- x+2 2yis true in a world where x =7,y =1
- x+2 2yisfalse in a world where x =0,y =6




Entailment
]

° means that one thing follows from
another:
KB Ea
e Knowledge base KB entails sentence a if and
only if a is true in all worlds where KB is true

- E.g., the KB containing “the Giants won” and “the
Reds won” entails “Either the Giants won or the
Reds won”

- E.g., xty =4 entails 4 = x+y

- Entailment is a relationship between sentences
(i.e., syntax) that is based on semantics

Models

e Logicians typically think in
terms of , Which are
formally structured worlds with
respect to which truth can be
evaluated

e Wesaym a
sentence a if a is true in m

e M(a) is the set of all models of a

e Then KB [ a iff M(KB) < M(a)

- E.g. KB = Giants won and Reds
won a = Giants won




Entailment in the wumpus world
G

Situation after detecting nothing
in [1,1], moving right, breeze

in [2,1]

Consider possible models for L By )

KB assuming only pits .
(Al (4] ?
3 Boolean choices = 8 possible
models
Wumpus models
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Wumpus models

e KB = wumpus-world rules + observations

Wumpus models

e KB = wumpus-world rules + observations
e a,="[1,2]is safe", KB ka, proved by




Wumpus models

e KB = wumpus-world rules + observations
e a, ="[2,2] is safe", KB }a,

Inference
C ]

e KB | a = sentence a can be derived from KB
by procedure i

o : iis sound if whenever KB | q, it
is also true that KB F a
° . i is complete if whenever

KBE a, it is also true that KB | a




Propositional logic: Syntax
|

e Propositional logic is the simplest logic — illustrates

basic ideas
e The proposition symbols P,, P, etc are sentences
- If Sis a sentence, —S is a sentence ( )

If S, and S, are sentences, S, A S, is a sentence

( )

If S; and S, are sentences, S, v S, is a sentence
)

- If S; and S, are sentences, S; = S, is a sentence

)

If S, and S, are sentences, S, < S, is a sentence

( )

Truth tables for connectives
]

Pl Q| -P[PAQIPVQ|P = Q[P & Q

false| false | true | false | false | true true
false | true | true | false | true true false
true | false| false| false | true | false false
true | true | false| true | true true true




Wumpus world sentences

.|
Let P;; be true if there is a pit in [i, j].
Let B;; be true if there is a breeze in [j, j].
- Py
—By
B2,1

e "Pits cause breezes in adjacent squares’

(P1,2 Vv P2,1)
(P1,1 vV P2,2V P3,1)

Truth tables for inference
]

By | Byy | Py | Pig | Poy | Poy | P31 | KB |
false | false | false | false | false | false | false | false | true
false | false | false | false | false | false | true | false | true
false | true | false | false | false | false| false | false | true
false| true | false | false | false | false | true | true | true
false | true | false | false| false | true | false | true | true
false| true | false | false | false | true | true | true | true
false | true | false | false| true | false| false | false | true

true | true | true | true | true | true | true | false | false




Inference by enumeration
|

e Depth-first enumeration of all models is sound and complete

function TT-ENTAILS? (KB, a) returns true or false

symbols < a list of the proposition symbols in KB and o
return T'T-CHECK-ALL(KB, a, symbols, [|)

function TT-CHECK-ALL(KB, a, symbols, model) returns true or false
if EMPTY?(symbols) then
if PL-TRUE?(KB, model) then return PL-TRUE?(a, model)
else return frue
else do
P « FIRST(symbols); rest «— REST(symbols)
return TT-CHECK-ALL(KB, a, rest, EXTEND( P, true, model) and
TT-CHECK-ALL(KB, a, rest, EXTEND(P, false, model)

e For n symbols, time complexity is O(2"), space complexity is O(n)

Logical equivalence
|

e Two sentences are iff true in
same models: a = RiffakBand BEa

(A pB) = (BANa) commutativity of A
(aVp) = (BVa) commutativity of V
(aAB)AYy) = (A (BA7)) associativity of A
(avpB)Vy) = (aVv(BVry)) associativity of V
—(m@) = a double-negation elimination
(¢ = B) = (8 = —a) contraposition
(¢ = B) = (—aV PB) implication elimination
(@ & f) = (@ = YA (B = «)) biconditional elimination
“(aAB) = (naV~f3) de Morgan
“(aV ) = (~raA—f3) de Morgan
(@n(BVy) = ((@AB)V(aAy)) distributivity of A over V
(@V(BAY) = (aVB)A(aVy)) distributivity of V over A




Validity and satisfiability
.|

A sentence is if it is true in all models,
e.g., True, Av—A, A=A, (Ar(A=B)) =B
Validity is connected to inference via the Deduction

Theorem:
KB |= a if and only if (KB = a) is valid
A sentence is if it is true in model
eg.,AvB, C
A sentence is if it is true in models
e.g., Ar—-A

Satisfiability is connected to inference via the following:
KB |=a if and only if (KB A—q) is unsatisfiable




