
 
 

Policy Iteration 
 

Start with a randomly chosen initial policy p0 

 
Iterate until there is no change in utilities: 
 

1. Policy evaluation, given a policy pi, calculate the utility Ui(s) of 
every state s using policy pi by solving the system of equations: 

 

 
2. Policy improvement: calculate the new policy pi using one-step 

look-ahead based on Ui (s): 
 

 
 
 
 



 











 



 


