
 
 

The Bellman Update 
 
 

 
 
 
This is the maximum possible expected sum of discounted rewards 
(utilities) if the agent is at state s and lives for i+1 time steps. 
 
Apply the Bellman update until the utility function converges. 
 
The optimal policy is given by: 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 



 



 



 



 


