Biometric Authentication Using Photoplethysmography Signals
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Abstract

This paper considers signals from the cardiovascular system for possible use in biometric authentication. The signals of particular interest here derive from photoplethysmography (PPG), which refers to the use of illumination-based sensors that are sensitive to volumetric changes as blood travels through the body. Photoplethysmography sensors have been developed for the fingertip and the ear lobe, and they provide a convenient, noninvasive means of measuring heart rate and heart-rate variability. We demonstrate in this paper that PPG-based signals also have the potential to be used for biometric authentication, even though PPG signals appear to convey much less information than their electromagnetic counterparts, electrocardiograms (ECG). Through a novel decomposition into a sum-of-Gaussians representation, we present experimental results that indicate rank-1 accuracies of 90% and 95% with 2 seconds and 8 seconds of PPG test signal data, respectively. To our knowledge, this paper is the first to demonstrate robust PPG-based authentication for subjects with different emotional states.

1. Introduction

The human heart has been considered as a source of biometric information by an increasing number of researchers in recent years. It is well documented that the shape and physiology of the heart differ from one person to the next [1], and the same is true for the vascular system. Because of these differences, signals from the cardiovascular system hold strong potential for biometric recognition and authentication. In addition, these signals have inherent merits regarding liveness detection and spoofing when compared to other biometric modalities. A further advantage of heart-related biometrics is the recent availability of low-cost, noninvasive, wearable sensors, which broaden the scope of potential real-time applications.

Sensing of the cardiovascular and cardiopulmonary systems has led to investigations involving different cardiac signal types. Electrocardiogram (ECG) signals are the most common, and represent the electromagnetic polarization and depolarization of heart muscles. Researchers have attempted several fiducial and non-fiducial methods for biometric identification using conventionally collected ECG signals (e.g., [2-4]). Apart from conventional measurement efforts using Einthoven's triangle, researchers have used radar [5] and laser Doppler vibrometry (LDV)[6] to collect cardiac data for biometric authentication.

This paper is concerned with another cardiac sensing modality known as photoplethysmography (PPG). PPG refers to illumination-based sensing of volumetric changes of blood in the microvascular bed of tissues with every sinus cycle. Measurements can be obtained from the fingertip, toe or ear using commercially available pulse oximeters. Unlike ECG, which measures the electrical activity of the heart, PPG more closely represents the mechanical functioning of the cardiovascular system. A comprehensive analysis of PPG measurement procedures and their possible variations has been presented by Allen [7].

The premise of our work is that it should be possible to distinguish different individuals based on observed PPG signals because of the physiological variations in the cardiovascular system. Figure 1 shows examples of PPG
signals from three subjects. Because the PPG signals are distinctive from one individual to the next, biometric authentication is possible. The work presented here is motivated in part by the work of Sarkar et al. [8], which applied a dynamical-systems model to the problem of biometric authentication from ECG signals. After mapping a temporal ECG signal onto a limit cycle, that system approximated the ECG signal by a sum-of-Gaussians representation. This approach provided a low dimensional feature vector that could be used to distinguish the ECG signals of different individuals. Similarly, in the work presented here, we have approximated each PPG signal as a sum of Gaussians, and we have used the parameters in a discriminant analysis framework to distinguish individuals. We have tested our algorithm using the publicly available DEAP dataset[9], which provides PPG signals from individuals in different emotional states under controlled experimental conditions. This work is the first to discuss robustness of identification accuracy under different conditions of emotional excitation.

The next section of this paper describes PPG signal morphology, and outlines previous approaches in PPG-based biometrics. Section 3 presents the dynamical model and the feature extraction method that have been used in the novel system being presented here. Section 4 discusses experimental results, with an analysis of robustness. Finally, concluding remarks are given in Section 5.

2. Photoplethysmography Signals

PPG refers to the measurement of change of volume using an optical sensor, generally used for blood volume pulse (BVP) measurement. These signals are often obtained using a pulse oximeter attached to the skin. Although different parts of the body including fingertip, toe tip and ears are accessible sources for PPG, it has been shown that fingertip and ear PPG signals are more prominent and reliable than the toe tip measurements.

As the heart propels blood through the body, fluid dynamics cause small expansions and contractions of the vasculature, which in turn give rise to a pulsating PPG signal. Figure 2 shows an example of the signal morphology for a single beat. It comprises two main phases: the anacrotic phase and the catacrotic phase. The anacrotic phase signifies the rising of the systolic pressure and the rising edge of the signal. The catacrotic phase, on the other hand, reflects the diastole and the wave reflection from the periphery. As indicated in the figure, the diastolic peak and the dicrotic notch appear in this phase. The foot of the pulse beat shows the lowest point in the diastole and starting point of the systole. Elgendi [10] has given a comprehensive analysis of the morphology of fingertip PPG and explained reasons for their diversity and variation.

In most of the previous work, researchers have used different time-domain features as biometric descriptors. For example, Gu et al. [11] have used upward and downward slopes, and peak time as features. Yao et al. [12] have used zero crossings of the first and second derivatives of the PPG signal to identify interest points. For most researchers, the major concentration has been on the use of peak locations, relative amplitudes, derivative-based slopes, and time intervals between the interests points[13-16]. For example, Kavsaoglu et al. [15] have used 40 such features and they applied a feature ranking algorithm with k-means clustering. Alternatively, Spachos et al. [17] used an eigenspace decomposition of the time-domain signal to obtain a template for identification.

To the best of our knowledge, all of the previous efforts have relied heavily on time-domain analysis of individual PPG pulses. A problem with such an emphasis is that the duration of a complete pulse depends on the instantaneous pulse rate, which is governed by the autonomic nervous system. Therefore, alignment and matching is inherently difficult for any two pulses, even from the same individual, with different instantaneous pulse rates (e.g., before and after exercise). Figure 3(a) presents an illustration of this phenomenon, in which the subject shows large variations in pulse rate. As a result, the duration of each pulse varies enough to introduce large variances into the positions of the dicrotic notch and the diastolic peak. This problem is alleviated when we use a limit cycle and angle-based alignment as described in Section 3.2 and demonstrated in Figure 3(b). It is our conjecture that any PPG-based biometric system must demonstrate an ability to accommodate a wide range of instantaneous pulse rates. To validate this, we have experimented with a dataset that contains PPG signals of individuals who have experienced

![Figure 2. Morphology of the PPG signal. The primary fiducial points of the PPG signal are indicated: the foot, the systolic peak, the dicrotic notch, and the diastolic peak. The 1st, 2nd and 3rd temporal derivatives are also shown. Derivatives have been used for time-domain analysis by other researchers. This paper has used them for initial parameter estimation.](image-url)
different emotional stimuli. These results will be presented in Section 4.

We have introduced an analytical model that considers instantaneous heart rate while aligning multiple PPG beats. The technique transforms the signal from time domain to angular domain, where each beat starts at angle $\theta = 0$ and ends at $\theta = 2\pi$. Figure 3(b) shows an example of PPG beats that have been aligned in the transformed, angular domain. Clearly, the proposed alignment strategy shows better agreement for different pulse beats, and it reduces intra-class variation. Somewhat related to this paper is work related to gait biometrics, which also involves the detection and matching of quasiperiodic cycles from time-series data [18]. Limit-cycle analysis has also been used more generally to model walking behavior[19].

3. Feature Extraction

3.1. Preprocessing

PPG signals are often corrupted with sensor noise and measurement artifacts. Low-frequency noise may be introduced into the measurement data by movements of the measuring site (e.g., a finger), by actions such as coughing, laughter or even deep breaths. In some cases, the noise may affect the shape of the PPG signal. Therefore we have first used a moving-average low-pass filter with a 2-second window. High-frequency sensor noise is eliminated using a 4th-order Butterworth filter.

The next step after noise filtering is to apply a peak detection algorithm to detect the feet of the PPG signals, to identify the starting and ending point of each pulse. We have used a custom peak detection algorithm than scans every 0.4 seconds for a possible peak. This duration varies with different sampling frequencies. We then use the dynamic model to map each pulse onto a limit cycle. This step maps each pulse from the time domain to the angular domain. A single pulse beat of the PPG signal (one sinus cycle) is considered to traverse a full cycle of the limit cycle. Therefore it starts at 0 and ends at $2\pi$. Finally we normalize each beat to the magnitude range [0, 1].

3.2. Dynamical Model

McSharry et al. [20] introduced a dynamical model to aid in the modeling and analysis of ECG signals. We have generalized this model to represent any cardiac signal including ECG, ballistocardiography (BCG), and PPG:

$$\begin{align*}
\dot{x} &= \beta x - a y \\
\dot{y} &= \beta y + a x \\
\dot{z} &= \sum_{i \in \mathbb{R}} -a_i \Delta \theta_i \exp \left( -\frac{(\theta - \theta_i)^2}{2b_i^2} \right) - (z - z_0)
\end{align*}$$

(1)

The variables $(x, y)$ represent the plane which traces the limit cycle with angular velocity $\omega$, for every instantaneous angular position $\theta = \tan^{-1}(y/x)$, with $\beta = 1 - \sqrt{x^2 + y^2}$. The $z$ axis represents the dynamics of the cardiac signal for the set of different fiducial points, $F$, with $\Delta \theta_i = (\theta - \theta_{i0}) \text{mod} \ 2\pi$. $\theta_{i0}$ is the position of the fiducial point, and $a_i$ and $b_i$ are other constant model parameters. The value $\omega$ represents instantaneous heart rate. The analytical solution of (1) is possible if we eliminate the baseline component $z_0$, which is redundant in the current work because we analyze each pulse beat individually:

$$z(\theta) = \sum_{i \in \mathbb{R}} a_i \exp \left( -\frac{(\theta - \theta_i)^2}{2b_i^2} \right)$$

(2)

The analytical solution reduces $z(t)$ to $z(\theta)$, as a direct function of angular position, $\theta = \omega t$, instantaneous heart rate $\omega$ with the model parameters, $\{a_i, b_i, \theta_{i0}\}$. It is worth noting that the analytical solution is basically a sum of Gaussian functions with means of each Gaussian at $\theta_{i0}$, which are the fiducial point locations such as systolic and diastolic peaks.

3.3. Parameter Estimation

We quantize the angular position ($0 \rightarrow 2\pi$) in equal parts, and formulate an optimization problem that minimizes the squared error between each observation $s(\theta_{q})$ and model output $z(\theta_{q})$ at instantaneous angular position $\theta_{q}$:

$$\{a, b, \theta\} = \arg \min_{a, b, \theta} \sum_{q \in \mathbb{Q}} \|s(\theta_{q}) - z(\theta_{q})\|_2^2$$

(3)

The Levenberg-Marquardt algorithm was used to solve the non-linear least-squares optimization problem.

We have used two different models in our experiments. The models differ based on the number of Gaussian functions, and on the choice of fiducial points in the PPG signal. The first model (referred as 2G hereafter) uses only 2 Gaussians to model two fiducial points at the systolic and diastolic peaks. The other model (referred as 5G hereafter)
uses 5 Gaussians, and takes three additional fiducial points: the starting foot, the dicrotic notch, and the negative slope in the catacrotic phase. For the optimization process, initial parameter values are selected from the zero crossing points of the 1st, 2nd and 3rd derivatives ($z'(\theta), z''(\theta), z'''(\theta)$) of the PPG signal with respect to the angular position (Figure 2).

Figure 4(a) and Figure 4(c) show the original signal, the estimated signals and estimated Gaussian functions at each fiducial point for 2G and 5G respectively. Figure 4(b) and Figure 4(d) show the locations and amplitudes of the Gaussians for a set of PPG signals (total 1662 beats) from the same individual. The parameters from the Gaussians create the feature vector $x_b \in \mathbb{R}^{3n_G}$ for each pulse beat, where $n_G$ is 2 or 5 depending on the model we choose. In case of 2G, the residual error from the estimated signal is higher than that for the 5G case. Only two Gaussians located at the systolic and diastolic peak often cannot reasonably reconstruct the actual PPG signal. Figure 4(a) shows the mismatch between the blue and the reconstructed red line. On the other hand, when we use five Gaussians in the case of 5G model, the PPG signal was properly estimated as shown in Figure 4(c). In both models, the estimated parameters are seen to be clustered in close proximity for a particular individual. This low intra-class variance is important for subsequent classification.

4. Experimental Results

4.1. Dataset

In this paper, we have used a publicly available PPG dataset, DEAP [9], for our experiments. The dataset contains physiological signals from 32 individuals with varying age and different gender. Unfortunately, for some users, the PPG data is not available, and therefore, only data from 23 individuals containing PPG recording was used for analysis. Data from each subject is available for 40 sessions, each session with duration of one minute. In each of the 40 sessions, a video based visual stimulus has been used to elicit different emotions including sadness, amusement, fear, anger, frustration and surprise. The emotional stimuli are well distributed in the arousal-valence map. Therefore it is expected that the acquired PPG signal covers a diverse excitation signal from the autonomic nervous system to generate pulse beats.

Sessions for a particular subject were recorded on the same day, with breaks and baseline emotion stimuli between each session. To the best of our knowledge, no other publicly available dataset contains such a large and diverse range of high quality PPG signals. The number of available pulse beats for each participant after noise elimination varies from 1500 to 2200.

4.2. Biometric Identification

After estimating the parameter vectors for each pulse beat, we have applied two discriminant classifiers using linear discriminant analysis (LDA) and quadratic discriminant analysis (QDA) to train for each subject. Discriminant analysis is a simple and effective classification method that has been widely used by biometric researchers over the years.

4.2.1 Identification with a Single Pulse

We randomly choose $n_{\text{train}}$ pulse beats for each subject and train the classifier, which learns a multivariate Gaussian function for each subject $\psi_k$ from the knowledge of the feature vector $x \in \mathbb{R}^{3n_G}$ estimated from Section 3:

$$P(x|\psi_k) = \frac{1}{(2\pi|\Sigma_k|)^{\frac{1}{2}}} \exp \left( -\frac{1}{2} (x - \mu_k)^T \Sigma_k^{-1}(x - \mu_k) \right)$$

The terms $\mu_k$ and $\Sigma_k$ are the learnt multivariate mean vector and multivariate co-variance matrix for subject class $\psi_k$. Then we compute the posterior probability $P(\psi_k|x_b)$, for each testing beat $b$, which quantifies the belief that the pulse beat comes from $\psi_k$. Figure 5 shows results for LDA and QDA based classification, for 2G and 5G models when we vary the number of training samples $n_{\text{train}}$. The graphs show average classification accuracy of each single beat. We have run 40 trials with different combinations of training and testing samples, and we reported the mean accuracy as the average across trials.
The average size of test sample is 1552. The detection accuracy increases as the number of training samples increases, but saturates after about 200 training samples. The training size does not influence the LDA classification, as compared to its QDA counterpart. With larger training size, the QDA outperforms LDA, but it is interesting to notice that with small training size (20 pulse cycles), LDA performs better.

4.2.2 Identification with a Larger Template

Next, we evaluate our algorithm with test sequences of \( n \) consecutive pulse beats, and determine their joint probability. We calculate the posterior probability for each beat similar to the previous section. Then we select \( n \) consecutive pulses (constituting a composite template \( \mathcal{T} \)) and compute their joint probability:

\[
P(\psi|\mathcal{T}) = \prod_{j=1}^{n} P(\psi|b_j), \quad b_j \in \mathcal{T}
\]  

Figure 6(a) - (d) shows results for the 2G and 5G models, where we keep the training size fixed at 100 pulses (80 seconds) and change the number of consecutive beats. The accuracy increases as we increase the number of test samples in the template. The results indicate that our algorithm can achieve 95% rank-1 accuracy after training with 100 pulse beats and testing with only 10 pulse beats. (The 10 pulse beats represent about 8 seconds of testing waveform, considering that the average heart rate of a person is 75 beats per minute.) We can achieve a commendable rank-1 accuracy of 92.5% when using only 5 pulses or 4 seconds of data.

Table 1 and Table 2 compare accuracy values from the 2G models and the 5G models respectively, for two different training sample sizes. The sizes are 100 beats (1.3 minute duration, corresponding to Figure 6) and 75 beats (1 minute duration). In general, the QDA model performs better than LDA in most of the scenarios, except that the results are very close when working with the 2G model. When we consider training with 75 beats, the 2G model can achieve a rank-1 accuracy of 90% and rank-2 accuracy of 97% while only considering 4 seconds of PPG data. This is in comparison to the 5G model, for which we observed 93% rank-1 accuracy and 98.5% rank-2 accuracy.

Table 3 compares our results with previous state-of-the-art methods. Our 5G approach outperforms the work of Gu et al. [11] and of Kavsaoglu et al. [15] by 6%
and 2%, respectively. It is interesting that the feature ranking method proposed by Kavasaoğlu et al. uses a 40 dimensional feature space, as compared to 15 dimensions for our 5G approach.

As a further comparison, Odinaka et al. [6] report 92% rank-1 accuracy while using ECG and LDV together. The remaining ECG biometrics literature reports rank-1 accuracy in the range of 94% - 99% [2, 3, 8, 21]. However, those studies were based on a single session for each subject, who was at rest with no external stimuli. Another consideration is that the acquisition of an ECG signal is more invasive than for a PPG signal. Therefore, our result proves the viability of using PPG as a biometric modality.

4.3. Robustness against Emotional Excitation

Finally, this section reports our results for cross-session authentication. It is well known that the behavior and shape of the physiological signal may change with various intrinsic and extrinsic factors [10, 22]. One of the major components that often influences the PPG morphology is the sympathetic activation from the autonomic nervous system. In the DEAP dataset, each person was exposed to 40 different emotional stimuli which altered their sympathetic and parasympathetic balance. The stimuli covered a large spectrum of the arousal-valance map, and resulted in significant differences in heart rate variability.

To investigate the robustness of our system, we took PPG data from only one session (say, session 1 for each participant) and trained our classifier. Then we took a test data sample from a different session, and checked the resulting accuracy. For each training case, we tested signals from the rest of the 39 sessions. We repeated this 40 times, so that in each case the classifier (QDA) was trained with data from session \( i \), \( i \in [1, 40] \), for all participants and tested with the remaining 39 sessions. Our results (Table 4) show that our technique using the 5G model achieved an average accuracy of 90% while testing with 20 consecutive beats. For this session-based analysis, each session comprised a different number of training samples (sometimes as low as 45 beats on average) due to variations of pulse rate and motion artifacts. We believe that these results will improve further with larger training instances from each session.

5. Conclusion

This paper has introduced a new technique for biometric authentication that utilizes PPG signals. The approach is based on a dynamical model that maps each cardiac cycle to a limit cycle, transforming the time-domain PPG signal into an angular domain. This representation aids in the registration of successive PPG pulses. To the best of our knowledge, this work is the first instance where instantaneous heart rate has been considered as a latent variable to model the shape of the PPG signal.

<table>
<thead>
<tr>
<th>Study</th>
<th>No. of subjects</th>
<th>No. of features</th>
<th>( \eta_{\text{Rank1}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gu et al. [11]</td>
<td>17</td>
<td>4</td>
<td>90%</td>
</tr>
<tr>
<td>Kavasaoğlu et al. [15]</td>
<td>30</td>
<td>40</td>
<td>94%</td>
</tr>
<tr>
<td>Ours (2G)</td>
<td>23</td>
<td>6</td>
<td>95%</td>
</tr>
<tr>
<td>Ours (5G)</td>
<td>23</td>
<td>15</td>
<td>96%</td>
</tr>
</tbody>
</table>

Table 4. Authentication accuracy for cross-session analysis.

The limit-cycle approach facilitates the decomposition of the PPG signal to a sum of Gaussian functions. We have considered cases of two Gaussians and five Gaussians separately. Both cases may be considered to be fiducial approaches, as the resulting Gaussians are aligned with distinctive interest points of the PPG pulse (including the systolic peak, the diastolic peak, the dicrotic notch, and the pulse foot). The resulting Gaussian parameters serve as a biometric feature template that can be used for recognition or authentication. Using 2 different classifiers (based on LDA and QDA), experimental results have demonstrated rank-1 accuracies of 90% with 2 seconds of PPG test signal data, and 95% using 8 seconds of test signal data.

Only a few researchers have previously considered biometrics modalities based on activity of the cardiovascular system. The work presented here shows good results while using a test signal as small as 4 seconds, and compares favorably with previous work in terms of accuracy and feature dimensionality. We have further
shown that our algorithm is robust under different emotional excitations. This is particularly important because emotional stimuli often change physiological signaling behavior, and practical biometrics systems must accommodate those changes. The proposed technique is fast, robust, and holds potential for use with a variety of wearable sensors, with capability for continuous, noninvasive biometric authentication.
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