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Abstract We propose a characterization of distributed denial of service (DDOS)
defenses where reaction points are network-based and attack responses are active.
The purpose is to provide a framework for comparing the performance and
deployment of DDOS defenses. We identify the characteristics in attack detection
algorithms and attack responses by reviewing defenses that have appeared in the
literature. We expect that this characterization will provide practitioners and
academia insights into deploying DDOS defense as network services.
ª 2004 Elsevier Ltd. All rights reserved.
Introduction

Distributed denial of service (DDOS) attacks have
emerged as a prevalent way to compromise the
availability of networks or servers. Since these
attacks have interrupted legitimate access to the
networks or servers providing online services, they
have imposed financial losses on e-commerce
businesses (CERT/CC, 1999; Tran, 2000; Yankee,
2000). To mitigate the impacts of DDOS attacks, it
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is important to develop defenses that can both
detect and react against ongoing attacks. Although
many DDOS defenses have been proposed, few of
these proposals have been widely deployed at this
point. The first step toward the wide deployment
of DDOS defenses is to understand the perfor-
mance tradeoffs and deployment costs of these
defenses.

We review and categorize qualitatively current
DDOS defense mechanisms that have appeared in
the literature. The characterization is based on
the attack detection algorithms and attack re-
sponses in a defense because the performance
tradeoffs and deployment costs of a defense are
dependent on them. An attack detection algorithm
refers to the procedures which a defense uses
to identify attacks based on available network
ved.
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information. An attack response refers to the
mitigation strategies that a defense triggers once
an attack is identified.

Our purpose is to provide insights to network
operators and their managers so that they will
know which defenses should be taken under what
circumstances. The categories and characteristics
listed in the paper will assist Internet Service
Providers (ISPs) in considering the provision of
DDOS defenses as network services to their sub-
scribers, such as e-commerce companies.

This paper is organized as follows. The next
section explains the scope and method of the
characterization. Defenses in terms of attack de-
tection algorithms are categorized under section
‘‘Attack detection algorithms’’. Defenses in terms
of attack responses are categorized under section
‘‘Attack responses’’. Conclusions and discussions
follow.

Scope and method of the
characterization

Both firewall technology (Cheswick and Bellovin,
1994; Zwicky et al., 2000) and intrusion detection
systems (Axelsson, 2000; Debar et al., 1999;
Mukherjee et al., 1994) have been developed to
detect and to respond against various kinds of
Internet-based attacks. However, defenses which
are specifically designed to respond against large-
scale DDOS attacks (CERT/CC, 1999) have not
drawn much attention until recent years. In par-
ticular, the DDOS attacks in February 2000 against
multiple e-commerce web sites (Tran, 2000;
Yankee, 2000) highlight the potential risk and the
severe impacts of DDOS attacks.

Current literature on the characterization of
DDOS defenses is very limited, and each of the
current works serves a different purpose than this
paper. Most of the available DDOS literature re-
view existing defenses. Among these, Savage et al.
(2001) describes the pros and cons of various
defenses most extensively, but their purpose is to
compare these defenses with a proposed IP trace-
back method. The most similar work to this paper
is the taxonomy of DDOS defense mechanisms
(Mirkovic et al., 2002a). This taxonomy reviews
current DDOS defense mechanisms and focuses on
finding new features in the DDOS attack problems
that have not been solved.

We are interested in only the DDOS defenses
that can be provided by ISPs as optional network
services to their subscribers. Similar security serv-
ices, such as Virtual Private Networks or firewalls,
have been provided to deal with the secrecy of
data transportation. In our case, the services that
provide DDOS defenses ensure the availability of
an online service or a network. Specifically, we
characterize only the defenses that have the
following two properties:

1) Reaction points which are network-based: Re-
action points to attacks could be network-based
or host-based. We focus on network-based
methods. Network-basedmethods are deployed
on the points where packets route through
network connections, such as routers or proxy
servers. Host-based defenses are deployed on
the machines that are potential targets of
attacks. Although host-based methods (Spat-
scheck and Peterson, 1998; Yan et al., 2000)
could increase the victims’ capability to stay
available during attacks, they do not filter out
attack traffic before it reaches victims. For
bandwidth saturation attacks, these methods
need to be used together with network-based
methods.

2) Attack responses which are active: Attack
responses could either react against attack traf-
fic actively or log/trace attack traffic passively.
We focus on the former. Tracing back to the real
sources of attacks has been an established part
of DDOS defense studies (Bellovin, 2000; Burch
and Cheswick, 2000; Park and Lee, 2001a;
Savage et al., 2001; Snoeren et al., 2001;
Snoeren et al., 2002; Song and Perrig, 2001),
which have been analyzed previously (Lipson,
2002). These defenses could facilitate future
liability assignments but cannot mitigate the
impacts of ongoing attack traffic without an
associated attack response.

To assist the provision of DDOS defenses as
network services, we propose a characterization
focusing on identifying factors in defenses that
influence their performance and deployment. Two
specific questions guide our characterization:

� Performance: DDOS defenses are valuable for
maintaining a certain availability of victims’
network services to their legitimate clients
during attacks. What are the characteristics
that influence the availability of victims’
network/online services during attacks when
DDOS defenses are deployed?

� Deployment: To provide DDOS defenses to
their subscribers, network providers need to
consider how and where to deploy DDOS
defenses on their current infrastructure. What
are the characteristics that influence the
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deployment of DDOS defenses as a network
service?

To address these two questions, we characterize
the network-based active defenses in terms of
attack detection algorithms and attack responses.
Attack detection algorithms identify attack traffic
from the network traffic monitored and attack
responses act against attack traffic by triggering
filtering. The characterization is based only on
information from the current literature that docu-
ments both aspects in enough detail. We exclude
some commercial products (Arbor, 2002; Asta,
2002; Recourse, 2002) that do not provide enough
public available information to create the
characterization.

Attack detection algorithms

To address the performance question, we investi-
gate how an attack detection algorithm results in
false positives (legitimate traffic is regarded as
attack traffic) and false negatives (attack traffic is
regarded as legitimate traffic). False positives
occur when the specific patterns, network statis-
tics or network information of legitimate traffic
match those of attack traffic. Similarly, false
negatives occur when the specific patterns, net-
work statistics or network information of attack
traffic do not match those of attack traffic. We
derived the following characteristics to identify
false positives and false negatives:

� Granularity of detection: the basic unit of
network traffic examined. Network traffic can
be examined in terms of packets, flows,
network-level connections or application-level
connections. The impact of false positives/
false negatives is applied on this basic unit.

� Network information needed to monitor at-
tacks: statistics regarding the network traffic
monitored or contents of the monitored traffic.
The information may include network packet
headers, packet rates of network flows/con-
nections, or information on dropped packets.

� Specific characteristics of attack traffic: the
specific values in network information used to
identify attacks. False positives occur when
legitimate traffic has these specific character-
istics. False negatives occur when attack traffic
does not have these characteristics.

� Sources of false positives/false negative: the
reasons that the legitimate/attack traffic has
the same characteristics as the attack/legiti-
mate traffic.
Table 1 summarizes the above characteristics of
the surveyed defenses along with their limitations.
We also list each defense in either one of the three
categories: congestion-based, anomaly-based and
source-based in order to distinguish their sources
of false positives/false negatives. Congestion-
based defenses detect attack traffic when the
network links are congested to a certain level,
anomaly-based defenses detect attack traffic
when anomalous patterns are discovered in the
network traffic and source-based defenses detect
attack traffic when the sources of the network
traffic are not valid or blacklisted.

Congestion-based

Once the monitored network links are congested,
the attack detection algorithm identifies the type
of network flows/connections that contribute to
the congestion. These methods identify attack
traffic effectively only when attack traffic induces
congestion of the monitored links, and the con-
gestion can be observed. False positives occur
when the attack detection algorithm cannot single
out the legitimate traffic that contributes to
congestion and false negatives occur when attack
traffic does not result in congestion.

Aggregate-based congestion control (ACC) (Ioan-
nidis and Bellovin, 2002; Mahajan et al., 2001) has
been proposed to reduce DDOS attack traffic and
flash crowds based on congestion level. DDOS
attack traffic is defined as a high-bandwidth aggre-
gate, which is a collection of packets from one or
more flows that have the same destination address
prefix. The detection algorithm in ACC determines
the destination addresses of the victim machines
based on the destination network prefix of packets
dropped at the observed router during a very short
period. If the number of dropped packets of
a certain destination address is larger than average,
ACC puts the destination address on a list. The
destination addresses in this list are then clustered
into 24-bit or longer network prefixes. The arrival
rate of each network prefix is estimated from the
number of dropped packets. If the arrival rate of
a network prefix exceeds a threshold, ACC regards
all traffic to this network prefix as DDOS attack
traffic and responds to all incoming traffic sent to
this network prefix. The setting of the threshold
and the responses will be discussed later in section
‘‘Attack responses’’.

Many other studies (Huang and Pullen, 2001;
Sterne et al., 2001; Xiong et al., 2001) have
suggested network congestion level as an indicator
of DDOS attacks. These studies focus on attack



Sources of false
positives

Limitations

Legitimate traffic
that contributes
to the congestion

1. False positive
increases when the
enforcement locations
of responses closer to
the victims.
2. Can only identify
attack traffic when
congestion occurs.

Connections with
longer transmission
time will not be
served

Can only apply on
TCP SYN attacks.

IP routing is not
necessary symmetric
(inbound and outbound
traffic may from different
border routers)

Can only apply on
TCP SYN attacks.

Has to determine the
threshold of packet
rates for TCP and ICMP,
and the maximum
sending rate for UDP.

Some legitimate
traffic has the same
correlation

Can only apply within
a network that is
administrated by SNMP
and MIB database.

Traffic from an
mobile IP that
is not tunneled

1. Cannot identify the
attack traffic that does
not utilize spoofed
source IP.
2. Need wide deployment.

Forwarding tables in
core routers do not
provide enough
information

1. Not applicable to
attacks that do not
utilize spoofed source IP.
2. Global information
about incoming network
devices is currently
underdeveloped.

Legitimate packets may
contain the same marks as
attack packets

Intermediate routers have
to be reconfigured to
insert marks.
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Table 1 Characterization of DDOS defenses in terms of attack detection algorithms

Category DDOS defense
mechanisms

Granularity
of detection

Network information
monitored

Specific
characteristics
of attack traffic

Congestion-based ACC & pushback
(Internet draft
expired) (Ioannidis
and Bellovin, 2002;
Mahajan et al., 2001)

Flow Destination IP prefix,
transmission rate of
network traffic

Network flows
that cause link
congestion

Automatic responses
& IDIP (Sterne
et al., 2001;
Sterne et al., 2002)

Not
specified

Not specified

Anomaly-based TCP SYN anomaly
(Schuba et al., 1997)

Connection IP protocol type
(TCP SYN), source
IP address

Expired TCP SYN
half-open
connections

MULTOPS (Gil and
Poletto, 2001)

Connection IP protocol type
(TCP), TCP packet
rate, source
IP address or destination
IP address

Asymmetric number
of TCP packets to
and from one source
or destination

D-WARD (Mirkovic
et al., 2002a)

Flow or
connection

IP protocol type, packet
rate, source IP address,
destination IP address

Packet rates to and
from one source
(TCP and ICMP) or a
maximum sending
rate (UDP)

MIB variables correlation
(Cabrera et al., 2001;
May et al., 2001)

Packet Source IP address,
destination IP address,
MIB variables

Specific values in
MIB variables

Source-based Egress/ingress filtering
(RFC 2267) (Ferguson
and Senie, 1998)

Packet Source IP address, valid
source IP range

Spoofed source
IP address

Route-based filtering
(Park and Lee,
2001b)

Packet Source IP address, valid
source IP range

Spoofed source
IP address

Preferential filtering (Sung
and Xu, 2002), threshold
filtering (Yaar et al., 2003)

Packet IP identification (marks
by intermediate routers)

Packets with
marks considered
as attack paths
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responses with an implicit assumption that the
responses are triggered when link congestion is
observed. However, the methods used to deter-
mine congestion has not been specified in these
studies.

Anomaly-based

TCP SYN anomaly detection
TCP SYN flood attacks are one type of DDOS attacks
that exploit half-open TCP connections to deplete
the memory of receiver machines. To initiate a
normal TCP connection, a sender first sends
a ‘‘SYN’’ packet and the receiver then sends back
a ‘‘SYN ACK’’ packet to acknowledge the sender.
The sender replies with an ‘‘ACK’’ packet to
complete the initialization. In a TCP SYN flood
attack, the senders do not reply with the ‘‘SYN
ACK’’ packets. A TCP connection to which the
sender has not responded is called a ‘‘half-open’’
TCP connection. The receiver stores the connec-
tions in system memory and waits for replies. Since
the replies never come, the ‘‘half-open’’ TCP
connections eventually deplete the memory of
the receiver and the receiver can no longer serve
further connections.

An active monitoring tool has been developed
to monitor and to reduce TCP SYN flood attacks
(Schuba et al., 1997). The active monitoring
method monitors TCP traffic at several points on
a local network and utilizes a state machine to
determine attack traffic. A new source address
that sends TCP SYN is recorded and is assigned to
a ‘‘new’’ state. The source addresses that do not
reply with SYN ACK are assigned to a ‘‘bad’’ state.
Any SYN packets from the source addresses in the
‘‘bad’’ state are regarded as attack traffic. How-
ever, if attackers forge and randomize the source
addresses of attack packets even if they are sent
out from the same machine, the memory of the
receiver machine can still be depleted by a large
amount of TCP SYN packets.

Asymmetric TCP communications
MULTOPS (Gil and Poletto, 2001) has proposed to
detect TCP SYN floods at network routers based on
TCP packet rates. In a normal TCP connection,
receivers acknowledge packets from senders at
a constant rate so that the number of the packets
received is proportional to the number of packets
sent between the two parties of a connection. In
TCP SYN flood attacks, attack sources send out
a large amount of SYN packets but receivers will
probably not be able to reply to the SYN packets.
Based on this pattern, Gil and Poletto assume that
the packet rate for the traffic to a network prefix is
proportional to the packet rate from the same
network prefix. If the proportional pattern
changes, the network prefix is either the source
of an attack or the destination of an attack.

Normal models of network flows
D-WARD (Mirkovic et al., 2002b) proposes to detect
DDOS attack traffic by matching network traffic
information with predefined normal flow models.
This approach monitors both inbound and out-
bound traffic of a source network, and is intended
to stop attack traffic originating from a network
at the border of the source network. Attack flows
are identified if they mismatch the normal flow
models. Since TCP peer acknowledges every packet
it receives, the proposed TCP normal model is
defined by a maximum allowed ratio of the number
of packets sent and received in the aggregate TCP
flow to the peer. The proposed ICMP normal model
is defined by a maximum allowed ratio of the
number of ICMP request and reply packets, since
each normal ICMP message should be paired with
a corresponding reply. Since UDP peer is not
required to reply to a UDP message, the normal
UDP flow model can only be defined by a set of
thresholds on UDP packets sent. Although the
system is currently underdeveloped, the D-WARD
proposal illuminates a new way to detect DDOS
attacks at their sources. False positives depend
on the calibration of the proposed normal flow
models.

MIB variable correlation
Network management information (Cabrera et al.,
2001; May et al., 2001) is used to detect DDOS
attacks in this method. SNMP is a network man-
agement protocol that stores information about
network devices in local databases each of which is
called a Management Information Base (MIB). Local
SNMP agents update variables in MIB periodically.
Network administrators can view MIB variables for
the traffic sent to local network devices. The
assumption is that some MIB variables may indicate
attacks if these variables from receiver machines
and from sender machines have some correlation
on a sequential time line. For example, in ICMP
ping flood, attackers send out ICMP Echo requests
in which the IP variable in MIB is ‘‘ipOutRequest’’,
and later the receivers will reply with an ICMP
Echo in which the same set of variables contains
‘‘icmpInEchos.’’ The detection algorithm queries
the values of several specific MIB variables from
local network devices periodically and correlates
the relationship of these values. The purpose of
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the correlation is to reduce the false positives of
identifying attack traffic.

Source-based

Since the current IP protocol permits source hosts
to alter source addresses in IP packets, attackers
are able to send out IP packets with empty or false
source addresses. Although IPSEC (Kent and Atkin-
son, 1998a, 1998b) can be used to authenticate the
source addresses of IP packets, this method is not
widely adopted at this point. False source ad-
dresses will still be a big problem in detecting and
filtering DDOS attacks in the short term. Attack
victims cannot rely on the source addresses in
attack packets to distinguish them from legitimate
packets. Various methods have been designed to
validate the sources of IP packets.

Egress filtering
Egress filtering1 (Ferguson and Senie, 1998) deter-
mines false source addresses at edge routers based
on the valid IP address range internal to the
network. However, a false source address on the
victim’s network will not be detected by this
method. For example, if a packet is sent out from
host A with the source address of host B, the
filtering will not regard it as a false source address
if B is valid in this network. In addition, network
traffic from a legitimate mobile IP address has to
be tunneled to avoid filtering.

Route-based
Route-based filtering proposes filtering packets of
spoofed source IP addresses based on routing
information on backbone border routers (Park
and Lee, 2001b). A border router maintains a rout-
ing table that contains fixed routes to all other
domains by exchanging routing information with its
neighboring routers in Border Gateway Protocol
(BGP). The proposal suggests using routing infor-
mation to determine if a packet comes from the
forwarding network device from which it is sent. If
it is not, the packet is regarded as an attack packet
and should be filtered out. However, current core
routers maintain only a forwarding table (a list of
destination network prefixes and the correspond-
ing forwarding network interface) but not an
incoming table (a list of source network prefixes
and the corresponding incoming interface).

1 The term here is from an end-organization view and not
from an ISP view. From an ISP-centric point of view, this exact
same concept is called ‘‘ingress filtering’’. It’s all a matter of
where you stand in the network and apply the filters.
Although the forwarding table in a router may
indicate the routes that a packet will be forwarded
to, the routes are not necessarily reversible
because routing on the Internet is not completely
symmetric (Paxson, 1996). In addition, there is no
way to determine where the packet comes from
when multiple routes are present. SAVE is a pro-
tocol being proposed to build up incoming tables in
routers (Li et al., 2001). This protocol proposes
that routers propagate their incoming address
space to their forwarding destinations.

Web connection authentication
A cryptographic method has been proposed to
protect a web server from TCP SYN attacks with
spoofed source addresses (Xu and Lee, 2003). This
method drops the first TCP SYN packet from the
sender and sends back an HTTP redirection with
two Message Authentication Code (MAC) keys. The
first MAC is encoded with the pseudo-IP address of
the redirected web site and the port number pair.
The second MAC is encoded with the source IP
address of the client and the port number pair. The
second MAC is sent in the TCP sequence number of
TCP SYN cookie. Future packets with the correct
MAC keys will pass through perimeter routers and
the ones without will be filtered out. This system is
an extension of TCP SYN cookie technology (Karn
and Simpson, 1999), which helps an end-system
avoid SYN floods by eliminating the half-open
connection queue, using a cryptographic value
stored in the sequence number of a SYN ACK
response. This technology is implemented in the
Linux 2.4 kernel.

IP traceback-based
Methods in this category mitigate DDOS attack
traffic by using IP traceback and packet filtering.
Packet marking (Park and Lee, 2001a; Savage
et al., 2001; Song and Perrig, 2001; Sung and Xu,
2002; Yaar et al., 2003) identifies the paths that
attack traffic comes from by inserting marks in
packets. Among these methods, currently only IP
traceback-based intelligent packet filtering (Sung
and Xu, 2002) and Pi (Yaar et al., 2003) have been
designed to filter out ongoing attack traffic.

The basic idea of packet marking is that the
routers on the path from attack sources to victims
insert marks in the IP identification field of ongoing
packets, and the victims distinguish the attack
packets from legitimate packets based on the
marks in the packets. The problem is that the IP
identification field is only 16 bits, which is not
enough for storing the entire path (the average
path length is roughly 15) (Yaar et al., 2003).
Certain coding schemes have to be applied to



Mechanisms against distributed DOS attacks 671
shorten the length of marks. Since the current
coding schemes are not able to assign each mark to
an unique path, legitimate packets would be
treated as attack packets if they have traversed
the path coded as the same mark as the path
traversed by the attack packets. IP traceback-
based intelligent packet filtering (Sung and Xu,
2002) proposes a preferential filtering to filter out
packets with different types of marks with differ-
ent probabilities. Pi (Yaar et al., 2003) proposes to
filter packets at edge routers at a certain threshold
if the packets have marks that indicate they are
from attack sources. Since the mark under this
scheme is not unique to every path, the threshold
filtering allows the victim to lower the false
positives at the expense of raising the false
negatives. Both methods allow attack victims to
categorize network packets based on marks in
packets but they need to be combined with other
methods for identifying the marks that represent
attack traffic.

Attack responses

After the attack detection algorithm identifies
attack traffic, attack responses decide where,
when and how network routers or proxy servers
drop the attack traffic. To address how the
responses are deployed on the Internet infrastruc-
ture, we derived characteristics of attack re-
sponses to identify how the responses are
generated (response generation), what actions
the responses take (response mechanism), where
the responses collect information to decide their
actions (decision locations) and where the re-
sponses are applied (enforcement locations).
These characteristics determine the number of
locations needed to deploy defenses, and thus
influence the deployment costs.

In addition, to consider the feasibility of de-
fenses to tolerate future changes in an infrastruc-
ture, we discuss if the defense is topology
dependent, how the responses are communicated
in a distributed network and the overhead of the
responses. Table 2 summarizes the categorization
of attack responses. Since network providers could
provide DDOS defenses to either attack victims or
potential attack sources, we further categorize
attack responses into destination filtering (for
attack victims) and source filtering (for attack
sources).

1) Destination filtering are attack responses that
are triggered when attacks are detected in the
inbound traffic of some destination networks
such as potential attack victims. Defenses in
this category monitor the network traffic
received by some destination networks, and
mitigate the impacts of ongoing attack traffic
to these destinations. As in Figs. 1 and 2, when
subscriber 1 (in ISP 1’s network) originates
attacks on subscriber 2 (in ISP 2’s network), the
attack responses are deployed in ISP 2’s
network. In this case, ISP 2 (the downstream
ISP) can only trace back the sources of attacks
within the administrative boundary of its
network, such as the access router connecting
to the subscriber as in Fig. 1 or the border of its
network as in Fig. 2. Proposed responses that
fall in this category include Pushback (Ioannidis
and Bellovin, 2002; Mahajan et al., 2001),
Active Responses (Sterne et al., 2001; Sterne
et al., 2002), TCP anomaly detection (Schuba
et al., 1997), MIB correlation (Cabrera et al.,
2001; May et al., 2001), preferential filtering
(Sung and Xu, 2002) and threshold filtering
(Yaar et al., 2003).

2) Source filtering occurs when attack responses
are triggered when attacks are detected in the
outbound traffic of some destination networks
such as potential attack sources. Defenses in
this category monitor the network traffic sent
from some source networks, and mitigate the
impacts of ongoing attack traffic originating
from these sources. Since the attacks are
filtered out at the sources before they are sent
to the downstream subscribers, this method
decreases the observable number of attacks at
downstream ISPs. Fig. 3 illustrates an example
where ISP 1 places filters at the upstream
routers of subscribers 1 so that the attack
traffic is filtered out before it is sent to
subscriber 2. Defenses in this category are
egress filtering (Ferguson and Senie, 1998) and
D-WARD (Mirkovic et al., 2002b). Both MULTOPS
(Gil and Poletto, 2001) and route-based filter-
ing (Park and Lee, 2001b) can be either
implemented as destination filtering or source
filtering.

Attack response generation

Attack response generation refers to the process of
generating rules to filter out attack traffic. We
distinguish attack responses between static filters
and dynamic filters. Static filters are attack re-
sponses in which the filtering rules are set manu-
ally by network administrators. Dynamic filters are
the ones in which the filtering rules are set
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le 2 Characterization of DDOS defenses in terms of attack responses (both MULTOPS and route-based
fic)

gory DDOS defense
mechanisms

Response
generation

Response
mechanism

Decision
locations

Enforcement
locations

ination filtering
onitor inbound
ffic of subscribes)

ACC & pushback
(Ioannidis and
Bellovin, 2002;
Mahajan et al., 2001)

Dynamic Rate
limiting

Edge routers of
destinations or
upstream access
routers (L4, L5)

All locations
(L1eL5)

Automatic responses
& IDIP (Sterne et al.,
2001; Sterne et al., 2002)

Dynamic Rate
limiting &
packet
filtering

The discovery
coordinator (single
point on a network)

All locations
(L1eL5)

TCP SYN anomaly
(Schuba et al., 1997)

Dynamic Packet
filtering

Edge routers of
destinations (L4)

Edge routers
destinations

MIB variables correlation
(Cabrera et al., 2001;
May et al., 2001)

NA NA NA NA

MULTOPS (Gil and
Poletto, 2001)

NA NA Edge routers of
destinations or
upstream access
routers (L4, L5)

Edge routers
destinations
access router
(L4, L5)

Route-based filtering
(Park and Lee, 2001b)

Static Packet
filtering

Core routers (L3) Vertex cover
of core route
(L3)

Preferential filtering
(Sung and Xu, 2002),
threshold filtering
(Yaar et al., 2003)

Dynamic Packet
filtering

Edge routers of
destinations (L4)

Edge routers
destinations
access router
(L4, L5)

ce filtering
onitor outbound
ffic of subscribers)

MULTOPS (Gil and
Poletto, 2001)

NA NA Edge routers of
destinations or
upstream access
routers (L1, L2)

Edge routers
sources (L1)
upstream acc
router of sou
(L2)

Egress/ingress filtering
(Ferguson and Senie,
1998)

Static Packet
filtering

D-WARD (Mirkovic et al.,
2002a)

Dynamic Rate
limiting

Route-based filtering
(Park and Lee, 2001b)

Static Packet
filtering

Core routers (L3) Core routers
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EP

ISP1’s network

Subscriber 1 
(Attack sources)

Subscriber 2 
(Attack victims)……..……

Attack traffic

Destination
filtering

ISP2’s network

Figure 1 An illustration of destination filtering2 (at victim upstream).
automatically by attack detection algorithms. In-
gress filtering is an example of static filters. Rules
in egress filtering are set manually by network
administrators in against spoofed source IP
addresses (Ferguson and Senie, 1998). For exam-
ple, the network prefix of a local network is
204.69.207.0/24. In order to prevent IP addresses
that are not within the legitimate address range to
originatenetworktraffic, the rules that triggerattack
responses are defined to drop all packets in which
source IP addresses is outside 204.69.207.0/24.

If a defense consists of an attack detection
algorithm, rules can be set automatically when
attack traffic is detected. For example, the out-
bound link of the above network is 2 Mpbs. An
attack is detected when the attack source sends
5 Mbps TCP SYN packets to port 80 of the host
204.69.207.9. An attack response to limit the
transmission rate of TCP packets to this machine
can be generated automatically to limit the packet
rate of the network traffic sent to the host
204.69.207.9 to be much lower than 2 Mbps.

Response mechanisms

To implement attack responses, contemporary
routers usually have the functionalities to process
network traffic flows based on a set of access rules
that defines the characteristics of attack traffic
(CISCO, 2000). Packet filtering and rate limiting
are two mechanisms to implement responses in
access rules of routers. Either one of these
methods is used in the defenses described earlier
to implement filtering. Packet filtering either
drops or accepts the packet being examined. The
granularity of attacks in these two mechanisms is
different. Packet filtering detects attacks based on
per-packet information while rate limiting limits
the transmission rate of the traffic flows to which
the packet belongs.

Packet filtering is the action that a device takes
to selectively control the flow of data to and from
a network. Packet filters allow or block packets,
usually while routing them from one network to

2 EP refers to the exchange point that exchanges the network
traffic between two backbone networks.
another. To accomplish packet filtering, network
administrators have to establish a set of rules that
specify what types of packets are to be allowed
and what types are to be blocked. Packet filtering
may occur in a router, in a bridge, or in an
individual host (Zwicky et al., 2000).

Rate limiting is the function that allows a router
to control the transmission rate of a specific traffic
flow. Rate limiting is a traffic-policing tool used to
control network congestion. In the case of protect-
ing against DDOS attacks, an attack detection
algorithm identifies the characteristics of the
traffic flow that will be policed. Once the charac-
teristics are determined, the rate limiting function
will guarantee that the transmission rate of the
traffic flow will be lower than a certain rate, which
means packets that arrive at a higher rate will be
queued or dropped at the router.

Both packet filtering and rate limiting are
mechanisms to respond against the DDOS attack
traffic; however, they control the attack traffic in
different ways. Packet filtering discards all pack-
ets that match the characteristics of attack traffic.
In contrast, rate limiting allows some network
traffic regarded as attack traffic to pass through,
but it is limited by a transmission rate. Because of
the difference, packet filtering is usually used with
an attack detection algorithm that can detect
attacks by packet headers, such as anomaly-based
and source-based, and rate limiting is used with
congestion-based attack detection algorithms in
which the attack traffic cannot be distinguished
from legitimate traffic sent to the samedestination.

Decision locations

Decision locations refer to where the filtering rules
are generated if the attack responses are dynamic
filters. In order to generate the filtering rules, an
attack detection algorithm needs to collect net-
work traffic information from the decision loca-
tions. Theoretically, attack response generation
can take place at either one of the following
locations (Fig. 4):

� Attack sources (L1): edge routers of the local
network fromwhere the hosts send out packets.
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Figure 2 An illustration of destination filtering.
� Source upstream (L2): access routers of an ISP
that connect to subscribers’ edge routers.

� Backbone routers (L3): core routers that trans-
port network traffic.

� Victims (L4): edge routers of the local network
where hosts will receive packets.

� Victim upstream (L5): access routers of an ISP
that connect to edge routers of the victims’
network.

In practice, attack response generation rarely
takes place at backbone routers (L3) since it is
difficult under current technology to monitor high-
speed backbone peering links and to analyze the
information from these links for attack detection.
Studies have been done on monitoring OC-48
peering links (Claffy et al., 1998; Fraleigh et al.,
2001). No current published study has monitored
links higher than OC-48.

Instead of deploying a defense at backbone
routers, edge routers are another choice. In order
to protect a local network against attack traffic
from other networks, network administrators have
an incentive to deploy attack detection tools at
edge routers to examine inbound network traffic.
All anomaly-based detection algorithms described
in section ‘‘Anomaly-based’’ generate filtering
rules either at the victims (L4) or at the victim
upstream (L5) to examine inbound network traffic.

Generating filtering rules at the attack sources
or the source upstream (L1 or L2) is hard due to
three reasons. First, the sources of attack traffic
can be spoofed so that victims cannot identify
the real sources of attacks. Secondly, even if the
genuine sources of attacks can be identified,
these sources can be located at many different
administrative network domains. In this case,
cooperative attack detection and response are
necessary. Thirdly, technical difficulties occur for
generating filtering rules at the sources of attacks.
In particular, it is hard to distinguish DDOS attack
traffic from legitimate traffic at the sources of
attacks since the volume of attack traffic is usually
small and only aggregates at certain points close to
destinations. Congestion-based attack detection
algorithms are not effective in this case since
attack tools usually do not cause congestion at
the sources. Anomaly-based algorithms, such as
D-WARD, and source-based algorithms are able to
generate filtering rules at attack sources.

Enforcement locations

Enforcement locations refer to where on a network
the attack responses will be applied. Once an
attack response is enforced on a certain network
router, all network packets that pass through the
router/links will be examined. If network packets
are determined to be attack traffic, the responses
will be applied to these packets.

Possible enforcement locations are the same as
decision locations (L1eL5 in section ‘‘Decision
locations’’). The difference is that enforcement
locations in practice are not as restrictive as
decision locations because defenses do not ana-
lyze network traffic at enforcement locations.
Once filtering rules are generated at decision
locations, they can be sent to enforcement loca-
tions. Attack responses at enforcement locations
only impose filtering overhead. In DDOS attacks,
appropriate allocation of enforcement locations
EP

ISP1’s network

Subscriber 1 
(Attack sources)

Subscriber 2
(Attack victims)……..……..

Attack traffic

Source
filtering

ISP2’s network

Figure 3 An illustration of source filtering.
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Figure 4 Possible locations for attack response generation in an example with only one attack source and attack
victim.
may enhance the performance of defenses and
reduce the overhead imposed. Both Pushback
(Ioannidis and Bellovin, 2002; Mahajan et al.,
2001) and Active Responses (Sterne et al., 2001;
Sterne et al., 2002) can be enforced at all
locations discussed above (L1eL5).

Impact of topology

The performance of some defenses depends on
where the attack responses are deployed. As a re-
sult, a change in the network topology due to
changes in ISPs’ network infrastructure or in
routing protocols will have an impact on how well
the defense can filter out attack traffic. For
example, congestion-based Pushback (Ioannidis
and Bellovin, 2002; Mahajan et al., 2001) method
reduces false positives by pushing the attack
responses closer to the attack sources. Route-
based filtering (Park and Lee, 2001b) requires
topology information to determine if the network
traffic is sent from a correct forwarding network
device. When duplicate marks on different routes
increase, false positives in IP traceback-based
defenses (Sung and Xu, 2002; Yaar et al., 2003)
increase.

Communicating protocols

Communicating protocols refer to the protocols
used to send control messages between various
nodes of a network to coordinate attack detection
or attack responses. These control messages are
either attack patterns sent from attack detectors
to attack response decision locations or filtering
rules sent from decision locations to enforcement
locations. Sending control messages has been done
manually which imposes high managerial overhead
and has a longer lag time. To reduce the manage-
rial overhead and lag time, communicating proto-
cols have been studied to manage the generation
and the distribution of attack responses in distrib-
uted locations. Three communicating protocols are
explained below.

First, pushbackmessages (Ioannidis and Bellovin,
2002; Mahajan et al., 2001) are used to distribute
congestion patterns observed at congested links to
trigger rate limiting in routers along the path that
attack packets have traveled. The ‘‘pushback-
request’’ message used to trigger rate limiting
includes congestion signature, bandwidth limit,
expiration time, depth (how many hops away from
congested links), and message type. Second, the
Intruder Detection and Isolation Protocol (IDIP) is
an application layer protocol that coordinates
attack detection and response at distributed
locations. In IDIP, attack detectors send descrip-
tions of suspicious attack events to the Discovery
Coordinator, which determines responses and
sends out its decisions to nodes that will enforce
the decisions (Schnackenberg and Djahandari,
2000; Sterne et al., 2001; Sterne et al., 2002).
Third, the Common Intrusion Detection Framework
(CIDF) proposes a language called Common In-
trusion Specification Language (CISL) for intru-
sion detection systems to communicate attack
responses (Staniford-Chen et al., 1998). CISL
provides a common platform for communicating
filter policy and attack detection patterns be-
tween heterogeneous intrusion detection systems
located at distributed locations.

Finally, not all defenses require additional
control messages. If each network node can detect
attacks autonomously based on the information
that a network node collects periodically, attack
detection can be implemented without additional
communicating protocols. In addition, the lack of
bandwidth during DDOS attacks may have impacts
on in-band control protocols for communications.
Especially on downstream systems, a DDOS flood
could overwhelm systems and limit the use of in-
band control protocols to detect and respond to
the trouble.

Additional overhead of responses

Defenses mitigate the impact of the attack traf-
fic on the victim network but may impose an
additional overhead on the networks that imple-
ments them. The additional overhead includes
computational overhead imposed by attack de-
tection and attack response enforcement; storage
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requirement to save logs for attack detection; and
communications overhead used to send control
messages to distributed locations of a network.
The overhead is described below in detail.

First, attack responses may impose computa-
tional overhead on network devices. Once filtering
rules are enforced to examine network packets,
a per-packet delay will occur for matching filter
rules. Minimizing the per-packet delay is a packet
classification problem in router performance opti-
mization. Although most commercial routers are
optimized for routing, the per-packet delay of
matching filtering rules depends on the number
of filtering rules, the number of characteristics
used to identify attacks, and the updating fre-
quencies of the filtering rules (Feldmann and
Muthukrishnan, 2000).

Second, attack detection algorithms impose
a storage requirement of saving network informa-
tion to determine attack characteristics. To mon-
itor high-speed network links, the storage
requirement is usually very large. Current tech-
nology can scale up to 10 Gbps link speed without
losing much information on IP packets. To reduce
the storage requirement and to catch network
packets from high throughput routers, sampling
and processing of packet data dynamically will be
needed in the future (Iannaccone et al., 2001).

Third, control messages to coordinate attack
detection are an additional overhead to network
transmission. If communication occurs between
network routers, it is important to know if such
communication will result in abnormal behavior of
routers. Since most commercial routers are opti-
mized for routing, it is not certain if additional
communications among routers will impose addi-
tional delay on routers or not. Future work should
explore how communication overhead impacts
system performance. For example, in downstream
systems, a DDOS flood could overwhelm systems
and limit the use of in-band control protocols to
detect and respond to the trouble. This is a limita-
tion of such technology, and lends credence to
more local intelligence for throttling attacks.
However, future research on this topic is needed.

Conclusions

We presented a categorization of DDOS defenses
that are network-based and actively filter out
ongoing attack traffic. DDOS defenses are catego-
rized based on both attack detection algorithms
and attack responses.

Categorizing DDOS defenses based on attack
detection algorithms helps to identify the factors
that influence the performance tradeoff of de-
fenses. In the congestion-based defenses, attack
detection is based on link congestion and rate
limiting is used to respond against attacks. False
positives for these defenses occur when both attack
traffic and legitimate traffic happen to have the
same destination IP prefix. In the anomaly-based
defenses, attack detection is based on the anomaly
patterns of network traffic, and packet filtering is
used to drop attack packets. False positives occur
when legitimate traffic shows anomaly patterns in
some rare cases. In the source-based defenses,
attack detection is based on false source IP ad-
dresses. False positives occur only when the criteria
for determining false IP addresses cannot distin-
guish it from true source addresses. However, false
negatives depend on how many attack packets
contain true source addresses.

Categorizing defenses based on attack re-
sponses can help the deployment of a defense.
ISPs can utilize the distinction between destina-
tion filtering and source filtering to design the
service provision for either potential attack sour-
ces or attack victims. The locations where attack
responses are generated and enforced determine
the number of locations needed to deploy de-
fenses, and thus influence the deployment costs.

This characterization can serve as a foundation
for quantitative analyses that compare the perfor-
mance and deployment costs of DDOS defenses.
We hope that this categorization will provide
Internet Service Providers (ISPs) some insights
when they consider DDOS defenses as network
services to their subscribers.
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