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ABSTRACT

Internet-based attacks have become an important rotwehe government and
business since more systems are reliant upon theénteo exchange information. In
particular, distributed denial of service (DDOS) ditabhave been used as a prevalent way
to compromise the availability of networks or inf@ton services. The economic
incentives of Internet Service Providers (ISPs) torige DDOS defenses and the public
policy concerns to deploy these defenses have not beeallfpinvestigated previously.

Security services, such as Virtual Private Networksetbeen provided by ISPs as
optional network services to deal with the secrecgaih transportation. In the case of
DDOS attacks, ISPs provide DDOS defenses that ersigvailability of the subscribers’
online services. This dissertation proposes that [@Bgide DDOS defenses on their
network as security services to their subscriberd studies the service models for
providing the defenses and the public policies needefddilitate the provision of the
defenses. The focus will be on the DDOS defensesattiaely filter out ongoing attack
traffic.

This dissertation analyzes how the side effectdedénses influence the provision
of the defenses and investigates the economic inesnfor the service provision. The
contributions of this dissertation are as followsts§ithis dissertation categorizes the
current defenses that actively respond against DDt¥gka at network routers. The
characterization is based on attack detection algositana attack responses. Secondly,
the service provision model is analyzed based on therparce efficiency of DDOS
defenses under various network topologies and variousgseth the technology. When
providing defenses which are congestion-based and are aalignenforced, ISPs should
design services that focus on adjusting the filtereitg of the attack traffic to meet the
needs of different subscribers. When providing defemdesh are congestion-based and
are dynamically enforced, ISPs should design servicédatias on adjusting the filtering
rate of the attack traffic to meet the needs of dfiersubscribers. Next, the economic
incentives for ISPs to offer defense services are d@natyzed based on empirical data. To
operate the DDOS defense services cost effectivBlys Ishould set the filter location
closer to the attack sources and price subscribers basedromilttrginess to pay. Finally,
cooperation among multiple ISPs on providing the defenseanalyzed. In order to
improve the quality of the defenses when attacks atabdited, ISPs should cooperate
with other highly influential ISPs. Public policiesagild encourage source filtering and
provide incentives for highly influential ISPs to deploy D& @efenses.
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Chapter 1 INTRODUCTION

Internet-based attacks have become an important rotewahe government and
business since more systems are reliant upon thedbte exchange information. Without
a secure Internet infrastructure, neither E-commstagh as online purchasing nor E-
democracy services such as online voting can be ctadlsticcessfully. For business,
exploits of attack tools and system unavailability tavo major security concerns (InfoSec
2001). For government, preventing Internet-based attaakseen an important issue in

national plans to secure critical infrastructure (PCC@712CIPB 2003).

Among Internet-based attacks, distributed denial-ofiser(DDOS) attacks have
emerged as a prevalent way to compromise the avdyabf online services. These
attacks have imposed financial losses for e-commerce businEss@xample, in February
2000, over a period of three days, attackers launDiXdS attacks against several high-
profile e-commerce web sites including Yahoo, eBay, amézon.com. In some cases,
the attackers generated up to 1 gigabit per secoatifauk traffic, flooding the web sites of
these companies (Garber 2000)(Tran 2000). The Yankagp@stimates that the financial
losses imposed by the attacks on these companiemtmiathan $1billion (Yankee 2000).
The CSI/FBI survey (CSI 2001) shows that 36% of respuisd| the last 12-months
period have detected DDOS attacks, which imposed riame $4.2 million financial

losses.



The scale of DDOS attacks has been increasing in thethnumber of attack
sources and the magnitude of the attack traffic.éSmore attack tools now are designed
with mechanisms to exploit vulnerabilities automealti; the spread of attack tools is faster
and easier. For example, Code-Red worm attacks in safiD1 highlight the potential
risk of large-scale DDOS attacks launched from wiglead sources. An empirical study
of DDOS attacks estimates that more than 12,000kattaere launched against more than

5,000 distinct targets in one three-week period (Moooe|kér et al. 2001).

Many defenses that mitigate the effect of ongoing DD&dacks have been
proposed but none of them have been widely deploydddeomternet infrastructure at this
point because of a lack of understanding in the trasl@offferent in the complex system
consisted of attacks and defenses. Defenses masinig@ared in a common framework in
order to analyze their effectiveness before they deployed to avoid needless or
ineffective spending. Large-scale testing on the materis not feasible. Running
experiments on small networks is of limited values Ihecessary to develop a framework

that can capture the key factors that determine the pow$ defenses on large networks.

1.1 PURPOSE

This dissertation proposes a framework to study ggaervices that will provide
defenses against Internet-based attacks. In parti¢hiardissertation focuses on DDOS
attacks. This dissertation asks how do Interneti&Rroviders (ISPs) provide defenses to
their subscribers against DDOS attacks? The probkmot just technical but is a
management and policy problem as well, involving ttéirg) of policies and meeting the

needs of diverse subscribers with different priorities



The effectiveness of DDOS defenses depends on raators such that the nature
of the network’s topology, the specific attack scenasiad the settings of the network
routers. Understanding the nature and severity of tihadedffs will assist attack victims,
network providers and public policy makers in making sgcpolicy decisions while they
are assessing potential defenses against thesesaifack dissertation aims to increase our
understanding of these tradeoffs and to derive insitifats will enable a more secure

infrastructure through the provision of the defensesagiternet-based attacks.

To deploy defenses against DDOS attacks on the Intefngstructure, ISPs need
to configure routers for either tracing, logging or fitbgr attack traffic before the attack
traffic reaches the networks of their subscribers. Howewany ISPs hesitate to deploy
these defenses due to several practical concerns. Kicst, esach defense has a different
mechanism of distinguishing the attack traffic frone flegitimate traffic to victims, a
defense may mistakenly regard legitimate traffi@#éack traffic. It is uncertain that how
effective these defenses are in terms of maintaitiiaghetwork connections available to
the legitimate traffic while the defenses mitigdie effect of the attack traffic. Secondly,
the overhead imposed by these defenses on routerben@ayp high. Thirdly, none of the
defenses has provided a mechanism for subscribers to infomiSRsiof their preferences

in selecting a defense and negotiating parameters in r@sdefgnen a tradeoff occurs.

1.2 SCOPE AND CHAPTER OUTLINE

This dissertation promotes that ISPs should providesaibers with defenses
against Internet-based attacks. The provision of defemvolves the technical variables

regarding defenses and the economic variables regasdbsgribers and providers. This



dissertation provides analytical models to investigfa¢ése variables so that the impacts of
both these variables can be clarified. Analyses is dissertation calibrate the models
using public available data and provide recommendat@niSPs, potential attack victims

and public policy makers.

Characterization of DDOS defenses

J L

The computational tool

J L

Technology uncertainty .
the service provision

g U

Economic incentives for the Cooperabn on the provision ¢
provision of DDOS defenses DDOS defenses

Figure 1.1: The research framework in this dissertation
As illustrated in Figure 1.1, this dissertation d#s the provision of DDOS

defenses through four sub-problems as follows.

1) What are the technical variables that influence ttevipion of DDOS defenses?
Chapter 3 investigates the status quo of current dedeaainst DDOS and identifies
the technical variables that influence the provisainthe defenses. This chapter
provides a qualitative study of various DDOS defense mechanistingtsjpantitative
analyses on the performance and the operational ab#tiese defenses can be built

upon it.



2) How does the performance of the defenses influence thesjpn of the DDOS
defenses? How should providers design the service Infmddefenses? Based upon
the technical variables identified in Chapter 3, Gaiag describes the computational
tool used to simulate the provision of DDOS defermses given network topology,
and calculate the performance measures and cost nmeadudefenses for later
analyses in Chapter 5, 6, and 7. Chapter 5 proposestlzod for ISPs and their

subscribers to define the services for providing thendefe

3) What are the economic incentives for ISPs to provieierdes at their networks?
Chapter 6 analyzes the economic incentives of ISPgrforiding the defenses as

services.

4) Are there incentives for ISPs to cooperate on proviBiB@S defenses when attacks
are transported across different administrativealog? Chapter 7 analyzes if there is
an economic incentive for ISPs to cooperate on provi@ib®S defenses. Policy

implications for the problem are also discussed.

This dissertation is devoted to a problem involving fields of computer security,
economics and social network analysis. It is intendetielp ISPs and subscribers to
consider the benefits of providing DDOS defenses anedlize the tradeoffs in DDOS
defenses. In addition, the results from the analysesxpeeted to aid public policy makers

in setting security policy for computer networks tsue a more secure infrastructure.






Chapter 2 THE PROVISION OF THE DEFENSES
AGAINST DDOS ATTACKS

This chapter provides background information for aebatinderstanding of the
terminology and the research problem in this dissertat@ttion 2.1 provides background
information on the Internet infrastructure and IP routiBgction 2.2 describes Internet-
based attacks, of which distributed denial-of-ser¢igBOS) attacks are one type. Since
the focus of the dissertation is on the services phavide the defenses against DDOS
attacks, Section 2.3 describes DDOS attacks, Seeétibndescribes the defenses and

Section 2.5 explains the services.

2.1 THE INTERNET INFRASTRUCTURE

The Internet infrastructure consists of backbone netwadeess networks and end
user premises. End user premises, such as personpltess) connect to an access
network through dial-up lines, cables, DSL or Ethernetadcess network then connects
to the point of presence (POP) of backbone networks.nziagaons that need dedicated
network communications usually build their own acaessvorks and connect them to
backbone networks. For example, Internet access providensasuwgOL, need to connect
their end users. Internet content providers, such akod, a university or a large

corporation would need dedicated network connections toiderometwork services.



Backbone networks exchange network traffic through Netwargess Points (NAPS) or
private peering points. Figure 2.1 illustrates the Imeinfrastructure. Throughout this
dissertation, network providers (or Internet Servicevidass, ISPs) refer to the network
operators of backbone networks. Subscribers refer tonétwork operators of access

networks since they subscribe dedicated network connediiobackbone networks from

network providers.
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Figure 2.1: The Internet infrastructure

The current Internet utilizes packet switching to $port data. All data transported
on the Internet are capsulated as IP packets, wtodtain the source addresses, the
destination addresses, and the contents of the date. ®computer sends out IP packets,
the closest router examines the destination addrebes I®® packets and decides the next
router to send the packets based on the routing taflethtd router maintains. The IP
packets are then forwarded by routers one stop by oneistibthey reach the destination
addresses. The information in a routing table is deteaby the routing protocols among

routers, which exchange forwarding information periodically.



For example, as in Figure 2.1, if Mary sends out reéguigem her desktop on
campus to access Yahoo's web pages, the requesenagsdP packets and forwarded by
the border router of the campus network to the acagiss @f backbone network 2. The
packets are then forwarded by the routers in backboneorkevto backbone network 1

and finally reach the network where Yahoo's web servermeated.

2.2 |INTERNET-BASED ATTACKS

A security incident is a group of attacks that can be distihgdif'om other attacks
because of the distinctiveness of the attackers, attdpictives, sites, and timing. An
attack is an event that occurs on a computer or met@gpart of a series of steps intended
to result in something that is not authorized to happéswéard 1998). Based on the
previous definition, this dissertation further defineslaternet-based attack as an attack
that is launched from one or many computers connetiiethe Internet and that
compromises the availability, integrity, or confidelityaof attack victims. An attack
victim is defined as the target of attacks, whichld¢doe a network, a computer, an

information system or an online service.

The number of Internet security incidents is growing amenmcomputers are
connected to the Internet. Figure 2.2 shows the trétiteanumber of hosts connected to
the Internet and the number of Internet security imtgldhandled by the Computer
Emergency Response Team/Coordination Center (CERT/C®)any recent Internet-

based attacks, such as Code-Red worms, Nimda worntSlamdher worms, have utilized

! CERT/CC (Computer Emergency Response Team /CatiafinCenter) is located in Software Engineerirgiitute at
Carnegie Mellon University. Since November 1988piibvides the Internet community an organizatioat tban
coordinate responses to the security incidentbeinternet.
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automatic mechanisms to propagate attack tools. Bhahe attack tools are spread as
computer viruses/worms in order to take over as mvainerable computers as possible in
a short period of time. Strategies to propagate couetesures against the spread of
computer viruses have been studied in (Chen and Ca@3) 2nd will not be discussed

further in this dissertation.

The CERT/CC has identified six attack trends (CERT/ZD02). 1) The level of
automation in attack tools continues to increaseacktttools are easier to use. 2) The
sophistication of attack tools is increasing. As alteg has become increasingly difficult
to distinguish attack signatures from legitimatenuek traffic. 3) The number of newly
discovered vulnerabilities reported to the CERT/@@tioues to more than double each
year. It is difficult for administrators to keep up tdedaith patches. 4) More technologies
are designed to bypass typical firewall configurati@sAsymmetric threat is increasing.
A single attacker can relatively easily employ ayéanumber of distributed systems to
launch devastating attacks against a single victinth@)threat of infrastructure attacks is
increasing. Infrastructure attacks are attacks thaadby affect key components of the

Internet.
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2.2: The growing trend of Internet hosts and Internet security
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2.3 DDOSATTACKS

(CERT/CC 1999).

DDOS attacks are an Internet-based attack that aimesomjpromising the
availability of computers or network resource. A depiaservice attack is considered to
take place only when access to a computer or netwesadurce is intentionally blocked or
degraded as a result of malicious actions taken byhanaiser. These attacks do not
necessarily damage data directly, or permanently, Hayt intentionally compromise the
availability of the resource (Howard 1997). In a dimstted denial-of-service attack, an
attacker could trigger tens of thousands of concuraéiacks on either one or a set of

targets by using unprotected Internet nodes around thid weocoordinate these attacks

2 The source of the Internet security incidenthiis€@ERT/CC ww.cert.ord. The source of the Internet hosts is Internet
Software Consortiumaww.isc.org.
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Figure 2.3 shows the attack flow of a typical DDOScttsystem. The “intruder”
controls a small number of “masters,” which in tuamtcol a large number of “daemons.”
These daemons are used to launch packet floodingher attacks against “victims”
targeted by the intruder. This dissertation willieon the attack traffic that is sent from

“daemons” to “victims”.

Intruder

| Master | | Master | | Master |

A Control trafiic _> Attack traffic

Figure 2.3: A typical DDOS attack system (CERT 1999)

The following terminology is used in describing DDOS &$ac

» Attack source (or sources): An attack source refershé computer that is
utilized by attackers to generate attacks agairtdimg. That is, the computer

that is installed with “daemons” as in the Figure 2.3.

* Source network: A source network refers to the acaetsork that the attack

sources are located.

» Attack victim (or victims): An attack victim refers the port/online service, the

computer, or the network that is the target of an attack.
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* Victim network: A victim network refers to the acsasetwork that the attack

victims are located.

* Upstream network and downstream network: An upstneainvork refers to the
backbone network that an access network sends out Retiraffic. A
downstream network refers to the service networkctiyreconnected to the

access network of the destinations.

» Attack traffic: Attack traffic refers to the attaglackets sent out by the daemons

of a DDOS attack system against attack victims.

* Legitimate traffic: Legitimate traffic refers to regulatwork traffic which is not

generated by a DDOS attack system.

A DDOS attack can unfold in the following way. Reiegrto Figure 2.1, suppose
that DDOS attacks are launched against Yahoo's wekrseirom computers connected to
the DSL line provided by the IAP network in the backborigvoek 1. Theses computers
are attack sources and the IAP network is the smetweork while Yahoo's web servers
are attack victims and Yahoo's network is the viatietwork. In this example, to maintain
the availability of Yahoo's web servers during such &ackf the mitigation strategy is to
detect and filter out the attack traffic at someng®iof the routing path from the IAP

network to Yahoo's network.

Several reasons have made tracing and filtering DD@®ka difficult. First, IP
spoofing conceals the true origins of attacks. IP spgafieans attackers use false source

IP addresses in attack packets to conceal their orifimessource addresses of IP packets
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are not required for IP routing since the routers roedy the destination addresses in order
to forward the IP packets. Senders of IP packetsarge the source addresses in order to
hide their true identities. The forged source addressaee it difficult to trace and to
determine the true origins of DDOS attack traffic withthe current IP routing

environment.

Secondly, tracing and filtering attacks is not only éécal problem but also a
policy and economic problem since attack sources lma distributed across multiple
administrative domains. Since vulnerability-scanniogls have been automated as
mentioned eatrlier, attackers can exploit the vulderabmputers across the Internet and
utilizes them as attack sources. As a result, attack sazandse distributed across multiple
administrative domains. In this case, the attaa&irig and blocking is more difficult since
it involves the cooperation of multiple network providemsd subscribers. Under this
circumstance, the attack tracing and filtering is acpcand economic problem among

various network providers.

Thirdly, filtering attack traffic has a side effem legitimate traffic because attack
tools utilize various vulnerabilities in IP protocdlsat make it harder to distinguish attack
traffic from legitimate traffic. Many tools have beendise launch DDOS attacks, such as
Trinoo, TFN, Stacheldraht, and Mstream (Dietriclgng et al. 2000; Dittrich 2001).
Several characteristics in these attack tools makimgrd to distinguish attack traffic from
legitimate traffic (Houle and Weaver 2001). 1. Thes®s usually have options to control
the packet rate of attacks. 2. The same tool can loetag®nduct various flooding attacks
such as UDP floods, TCP SYN floods and ICMP eclyuest floods. 3. TCP and UDP

based packet flooding attack tools sometimes atterce and/or destination port numbers
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to make reacting with packet filtering by service mdiféicult. 4. Variants of the attack
tools are created based on the same exploit methodsais&oid detection of a specific
attack signature. 5. Most of these tools can be usddrge source addresses in attack

packets.

Finally, automatic responses against attacks areeddsetause DDOS attacks can
severely damage the availability of the victims ishart period of time before appropriate
manual responses can take place. The availabifitthe attack victims can be
compromised in a short period of time once a DDOS attatdunched. It takes time for
attack victims and downstream network providers to figutevhat has happened and how
to react against ongoing attack traffic. In additidnthe attacks are launched across
multiple administrative domains, the downstream netvgodvider could not filter attacks

effectively without the cooperation of upstream netwodviglers.

2.4 DDOSDEFENSES

In responding to ongoing DDOS attacks, a variety of defehave been proposed.
This section provides an overview of all current solutions@®B attacks. Since the focus
of this dissertation is on the provision of DDOS de&nfrom network providers to their
subscribers, the defenses evaluated in the laterezbapill be focused on network-based
defenses that are designed to actively mitigate aggaitack traffic. Chapter 3 will

provide a detail description and characterization foretinetwork-based active defenses.

1) Reaction points: network-based vs. host-based
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Reaction points refer to where the responses agdiitasiks take place. Reaction
points could be network-based such as those on netwatdesmr host-based such as those
on servers that the attack targets. Host-basethskderefer to the defenses that are
deployed on the machines that are potential targetatatks, and defenses are used to
increase the tolerance of the targets to the atalthke methods proposed in (Spatscheck
and Peterson 1998; Yan, Early et al. 2000) are in #Hisgory. These methods can only
mitigate the impact of attacks on the services thaattaek targets provide but not block
attacks. When attack traffic is large enough to deplet resources used for mitigating the
attacks, additional methods for blocking attacks aexlegé. Network-based methods are
deployed on the points where packets route through tivdrkeconnections to the targets,
such as routers or proxy servers (Ferguson and 388 Bellovin 2000; Burch and
Cheswick 2000; Savage, Wetherall et al. 2000; SkO@8; Mahajan, Bellovin et al. 2001,
Park and Lee 2001b; loannidis and Bellovin 2002). Thestnods are used to either trace

or block attack traffic. This dissertation focuses on pédtvbased defenses.

2) Type of response: active vs. passive

A few defenses are designed to actively respond tcatiaek traffic while the
majority are designed to passively trace/log attackid¢rafracing back to the real sources
of attacks has been an established part of DDOS defense ¢$RBellegin 2000; Burch and
Cheswick 2000; Savage, Wetherall et al. 2000; Park.aed2001a; Snoeren, Partridge et
al. 2001; Song and Perrig 2001). These methods could fecflitaire liability assignments
if source IP addresses of attack packets are foiijegke methods are for identifying the
sources of attacks, not for stopping ongoing attackdrdh contrast, other defenses are

designed to actively reduce the amount of ongoing attaffic (Ferguson and Senie 1998;
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Mahajan, Bellovin et al. 2001; Park and Lee 2001b; loannmisBellovin 2002; Sung and
Xu 2002; Yaar, Perrig et al. 2003). This dissertatiocuses on the ones that actively
reduce ongoing attack traffic although methods of igaeittack traffic will be discussed to

explain how attacks are detected.

3) Attack traffic sampling: probabilistic sampling vs. cheslerything

Since examining every packet that goes through a routeimpmge an enormous
storage or computational power requirement, somensge$e sample network packets
probabilistically to reduce the number of packets to bene»ed and logged (Huang and
Pullen 2001). This dissertation focuses on defense<higak everything once they are

triggered.

4) Reaction timing: constant vs. event-triggered

Some defenses needed to be active all the time in order tb sletpirious packets.
Egress(SANS 2000) and ingress filtering (Ferguson amieSL998) are deployed at local
edge routers to examine all incoming and outgoing packeisever, if a defense can be
automatically turned on whenever an attack is laundhedyverhead could be limited to a
certain time period. However, it is difficult to determithe exact timing to trigger a
defensive response. A few defenses are triggered basi® congestion level of network
links (Huang and Pullen 2001; Mahajan, Bellovin et @012 Xiong, Liu et al. 2001;
loannidis and Bellovin 2002). This dissertation wilbdel both constant- and event-

triggered responses.

-17-



5) Detection criteria: attack signatures, congestion ipatierotocols, or source IP

addresses

It is hard to distinguish attack packets from legitiempackets especially when both
types of packets are sent to the same destinatiomy Mdferent criteria have been
examined. Each criterion has a tradeoff in termthefmumber of false positives and false
negatives associated with the outcome. Moreover,esonteria are only effective at
identifying certain types of attack packets. For examplest intrusion detection systems
detect attacks based on anomaly pattern matchingtatistisal measures of attack
signatures (Debar, Dacier et al. 1999). The pushbackoadteats traffic aggregates as
attack flows (Mahajan, Bellovin et al. 2001; loannidisd Bellovin 2002). In (Schuba,
Krsul et al. 1997), a revised TCP state machineasd ts identify TCP SYN packet flood.
A route-based method detects attack packets with spoofed sBuaddresses based on the
knowledge of the network’s topology on core routersKRerd Lee 2001b). In the next

chapter, defenses will be further characterized baseétestion criteria.
6) Deployment location: a single point, attack pathgistributed points

Deployment location refers to where a defense isedland triggered. If a defense
is placed at the firewall or the proxy server in a subscs network (Schuba, Krsul et al.
1997), it will help the subscriber to discover at&dbut will not be effective when the
bandwidth of the subscriber's network is saturated. Thshlpack method triggers filters
along the path that traffic aggregates travel (Mahdatipvin et al. 2001; loannidis and

Bellovin 2002) if the routers on this path have deplogadh a defense in advance. A

3 False positive here means the rate of mistakexggrding normal packets as attack packets.
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defense can be gradually deployed at distributed titotsa across a network
(Schnackenberg and Djahandari 2000; Park and Lee 2QtHrnidlis and Bellovin 2002).
To prevent the attack detection from slowing down libekbone network, CenterTrack
routs suspicious traffic to an additional overlay r@tStone 2000). In the next chapter,

defenses will be further characterized based on theytepld location.

2.5 THE PROVISION OF DDOS DEFENSES

This dissertation proposes that ISPs provide defesisteeir network as security
services to their subscribers. Security services, ascirtual Private Networks, have
been provided by ISPs as optional network services &b wigh the secrecy of data
transportation. In this case, the services that proWd¥OS defenses ensure the
availability of an online service or a network. Insthlissertation, the security services
proposed are called the network defense serviceshvelaitvely filter out attack traffic
that is detected. In Figure 2.4 a policy framewor&t thescribes the context in which
DDOS defenses are deployed is shown. An ISP candadlie network defense services
to its subscribers along with network connection sesritSPs and subscribers can define
how the DDOS defense is provided using a service lagetement (SLA). When
attackers launch DDOS attacks on one of the ISP’s sbbssx; the ISP responds to the

attack based on its cost concerns and the requiremenitssofibers defined in the SLA.
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Figure 2.4: Context for the provision of DDOS defenses

The SLA is a legal contract. In principle, the defoni of DDOS defenses in the
SLA should be simple and flexible enough that an ISPadarst defenses to minimize the
cost imposed on its network while subscribers woutthain satisfied with the
effectiveness of defenses during attacks. Howevelatieof a systematic understanding
of DDOS defenses and the inherent cost and performaadeoffs makes this system
ineffective. This dissertation intends to use a potational model of this system to
evaluate these tradeoffs and the underlying parametersable more effective definitions
of DDOS defenses in the SLA. For example, each defemsdyigffective against a certain
attack scenario for any given network topology. Consetly; the cost model of a
network for an ISP and the availability requirementenfrsubscribers should be different
for each combination of attack scenario and netwopolbgy. This dissertation will
analyze the cost imposed on a network by different knamth expected attack scenarios
and defenses. In addition, this dissertation will pfe\a systematic approach for analyzing

future attacks and defenses.
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2.6 SUMMARY

This chapter explains the terminology used in this edigBon, provides
background information for Internet infrastructure, Intetreesed attacks, DDOS attacks
and defenses. The next chapter will further categdheedefenses that actively react

against DDOS attacks.
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Chapter 3 CHARACTERIZATION OF DDOS
DEFENSES

Many defenses have been proposed to defend againstutiestritbenial-of-service
(DDOS) attacks. In order to provide insights to netwapkerators so that they will know
which defenses should be taken under what circunesaricis necessary to categorize
these defenses based on factors that will influencpeifermance and the deployment of

these defenses.

This chapter focuses on a qualitative study of variou®BIdefenses. The purpose
is to identify the uncertain factors in these defensethabthey can be used in a later
gualitative study on the performance and the deploymests of these defenses. To
achieve this purpose, this chapter reviews defens¢éhdive appeared in the literature and
characterizes them based on their attack detection thlgsriand attack responses. An
attack detection algorithm refers to the procedurashwén defense uses to identify attacks
based on available network information. An attack resporefers to the mitigation
strategies that a defense triggers once an attaclemdifidd. This chapter categorizes
DDOS defenses based on attack detection algorithmsatsack responses because the

effectiveness and operational costs of a defense arg diglhéndent on them.
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Using this categorization, Internet Service ProvideiSP$¢) can consider a
framework to provide defenses as network serviceleio subscribers. The next Chapter
will utilize this categorization to develop a simigattool for quantitative analyses on the
performance and the deployment costs of various defe@bepter 5 and Chapter 6 will
analyze the performance efficiency of these defensestr@ndeconomic feasibility of

providing these defenses as network services respectively

This chapter is organized as follows. The next seatigplains the methods of
characterization. Section 3.2 categorizes defensesnms of attack detection algorithms.
Section 3.3 categorizes defenses in terms of atespgonses. Section 3.4 summarizes the

characterization.

3.1 METHODS OF CHARACTERIZATION

Both firewall technology (Cheswick and Bellovin 1994yigky, Cooper et al.
2000) and intrusion detection systems (Mukherjee, Hiheet al. 1994; Debar, Dacier et
al. 1999; Axelsson 2000) have been developed to detdctoarespond against various
kinds of Internet-based attacks. However, defenseshwdiie specifically designed to
respond against DDOS attacks have not drawn muehtiatt until recent years. Since
1999, various automatic DDOS tools have been cr@&RT/CC 1999). In particular,
large scale DDOS attacks in February 2000 againsipteu-commerce web sites (Tran
2000; Yankee 2000) highlights the potential risk ardsvere impacts of DDOS attacks.
Current literature on the characterization of DDOS defeissesry limited, and each of the

current works serves a different purpose than this ahapte

-24-



Most of the available literature, which propose neviewlges, review existing
defenses. Among these, Savage et al. describes theaqmiosons of various defenses
(Savage, Wetherall et al. 2001) most extensively, but thepose is to compare these
defenses with a proposed IP traceback method. The most simikatoathis chapter is the
taxonomy of DDOS defense mechanisms (Mirkovic, Martirake 2002). This taxonomy
reviews DDOS defense mechanisms in general, and foonsesding new features in the
DDOS attack problems that have not been solved. Theoperof this chapter is not to
provide a complete list of DDOS defenses, but to tiflerfiactors that influence the
performance and the deployment costs of defenses theoggalitative analysis of various
defenses. This purpose has not been addressed iretheugrworks. The characterization
in this chapter is expected to provide ISPs insightshe design of the service provision
framework for these defenses, and to provide a foundadroguiantitative analyses of the

problems associated with the service provision.

To serve this purpose, this chapter will only charatehe defenses that have the

following two properties:

1) Reaction points which are network-based: Reactiomtpdio attacks could be
network-based such as those on network routers orbassti such as those on
servers of the attack victims. Network-based methoedaployed on the points
where packets route through network connections, suiobuters or proxy servers.
Host-based defenses are deployed on the machinearthgotential targets of
attacks. Host-based methods (Spatscheck and Pet&@8&) Yan, Early et al.
2000) could increase the victims’ capability to stesailable during attacks but

cannot to filter out attack traffic before it reachestims. These methods increase
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the tolerance of victims to attacks and can be usexthtegwith the network-based
methods. However, this chapter characterizes only defensghich the reaction
points are network-based since the deployment of thesenses requires the
cooperation of ISPs and the host-based methods caneotoowe bandwidth

saturation attacks.

2) Attack responses which are active: Some defenses emigndd to passively
trace/log attack traffic. Tracing back to the realrees of attacks has been an
established part of DDOS defense studies (BellovilD2@urch and Cheswick
2000; Savage, Wetherall et al. 2000; Park and Leel2(®&Yoeren, Partridge et al.
2001, 2002; Song and Perrig 2001). These defenses familitate future liability
assignments but cannot mitigate the impacts of ongaitack traffic. These
defenses have been analyzed previously (Lipson 2008.chapter only focuses
on the defenses which are configured with autonmesiponses against attacks once
they are identified because these defenses can gctivigbate the impact of

ongoing attacks on victims.

To characterize the network-based active defenses, theeclaaopts the following

two aspects:

1) Attack detection algorithms: Attack detection algaorith are methods to
determine whether or not the network traffic monitosbduld be regarded as
attack traffic based on predefined characteristics. Kithtection algorithms
can be classified into three categories: congestion pasedaly based and

source validation based. These categories specifgrelit granularity of
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2)

attacks, different characteristics to detect attaaks thus determine different
false positive rates under various circumstancessd ltategories can be used
to distinguish the performance tradeoff in defensesed by the false positive

rates.

Attack responses: Attack responses are mitigatiomtegfies that a defense
triggers in responding against attack traffic. Attaekponses can be divided
into two categories based on the direction of netwaifi¢ that is monitored.
These two categories are destination filtering andcsofiltering. Destination
filtering refers to responses that are triggered wditéaccks are detected in the
inbound traffic to the victim networks. Source filtegirefers to responses that
are triggered when attacks are detected in the outkoaffid from the source
networks. These categories can be used to define spraesion to different

subscribers.

The characterization is based only on information froendirrent literature that
documents attack detection algorithms and attackonsgs in enough detail. Although
many commercial products (Arbor 2002; Asta 2002; Receo@f¥02) satisfy the two
properties mentioned above, the technical detailsdarptiblic available documents are not

enough to create a characterization.

3.2 ATTACK DETECTION ALGORITHMS

An attack detection algorithm analyzes network traffidormation of the
monitored links to determine if the packets transditthrough the links are legitimate.

Network traffic information used to identify attack frainclude:
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* network packet headers,

* packet rates of network flows/connections, or

* information on dropped packets.

Fields of the network packet headers used to identdgla include:

» source IP addresses, which indicate the hosts thatlsepackets,

» destination IP addresses, which indicate the hostsvitha¢ceive the packets,

» |P protocol type, such as TCP, UDP, ICMP.

« TCP and UDP source and destination ports, whicltateithe port number that the

sender and receiver of a specific application use to comatarwith each other.

Attack detection algorithms use one or a combinatbriields in packets or
network traffic information to determine if suspedffic matches some characteristics of
attack traffic, such as the congestion level of liokased by network flows, anomaly TCP
connection behavior, or spoofed source IP addressesdBm these characteristics, this
section categorizes defenses as being one of the tategories: congestion-based,
anomaly-based, and source validation based. Thesectieggories along with features of
various attack detection algorithms are described ifiolf@ving sub-sections. Since none
of these methods can perfectly identify attack traffithewt raising false alarms, the

effectiveness of the methods should be specified bglse-positive rate and a false-
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negative rate False-positive rate refers to the ratio that legite traffic is determined as
attack traffic. False-negative rate refers to the rthat attack traffic is determined as
legitimate traffic. Table 3.1 summarizes the cham@xation based on attack detection

algorithms.

3.2.1 CONGESTION-BASED

Defenses in this category determine if there is téacla based on the congestion
level of the monitored network links. Once the monitoreevoek links are congested, the
attack detection algorithm identifies the type of netwitwivs/connections that contribute
to the congestion. These methods identify attadkdreffectively only when attack traffic

induces congestion of the monitored links, and the ctingesan be observed.

Aggregate-based congestion control (ACC) (MahajaelloBn et al. 2001;
loannidis and Bellovin 2002) has been proposed to reDM®S attack traffic and flash
crowds based on congestion level. DDOS attack traffidefsned as a high-bandwidth
aggregate, which is a collection of packets from onenore flows that have the same
destination address prefix. The detection algorithm @CAdetermines the destination
addresses of the victim machines based on the destinaétwork prefix of packets
dropped at the observed router during a very short period. If theemwhdropped packets
of a certain destination address is larger than geerCC puts the destination address on
a list. The destination addresses in this list are thestered into 24-bit or longer network
prefixes. The arrival rate of each network prefix isnested from the number of dropped

packets. If the arrival rate of a network prefix excegdsreshold, ACC regards all traffic

4 False-positive rate refers to the ratio that iemite traffic is determined as attack traffic. Eategative rate refers to the
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to this network prefix as DDOS attack traffic andpasds to all incoming traffic sent to
this network prefix. The setting of the threshold arerésponses will be discussed later in

Section 3.3.

Many other studies (Sterne, Schnackenberg et al. 2004ng and Pullen 2001;
Xiong, Liu et al. 2001) have suggested network congeb#ial as an indicator of DDOS
attacks. These studies focus on attack responsésawitimplicit assumption that the
responses are triggered when link congestion is wedeHowever, the methods used to

determine congestion has not been specified in thedestud

3.2.2 ANOMALY -BASED

Defenses in this category detect anomalous patternsetimork traffic. Once pre-
defined anomaly patterns are detected in the monitotggbrielinks, the attack detection

algorithm identifies the type of network flows/connens that contribute to the anomaly.

3.2.2.1 TCP SYN anomaly detection

TCP SYN flood attacks is one type of DDOS attacks éxgioit half-open TCP
connections to deplete the memory of receiver machinesinitiate a normal TCP
connection, a sender first sends a “SYN” packet, aaddbeiver then sends back a “SYN
ACK” packet to acknowledge the sender. The sendereseplith an “ACK” packet to
complete the initialization. In a TCP SYN flood aktathe senders do not reply “SYN
ACK” packets. A TCP connection to which the senderri@gesponded is called a “half-

open” TCP connection. The receiver machines storesdheections in system memory

ratio that attack traffic is determined as legitien@maffic.
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and wait for replies. Since the replies never corhe, “half-open” TCP connections
eventually deplete the memory of the receiver machindsttee machines can no longer

serve further connections.

An active monitoring tool has been developed to monitortandduce TCP SYN
flood attacks (Schuba, Krsul et al. 1997). The aatmanitoring method monitors TCP
traffic at several points on a local network and zgsi a state machine to determine attack
traffic. A new source address that sends TCP SYNcrded and is assigned to a “new”
state. The source addresses that do not reply SYN ACHsarmgned to a “bad” state. Any
SYN packets from the source addresses in the “bad¥ atat regarded as attack traffic.
However, if attackers forge and randomize the souldeesses of attack packets even if
they are sent out from the same machine, the memaheakceiver machine can still be
depleted by a large amount of TCP SYN packets. @e&i2.3 will discuss methods that

deal with attacks using false source addresses.

3.2.2.2 Asymmetric TCP communications

MULTOPS (Gil and Poletto 2001) has proposed to def&® SYN floods at
network routers based on TCP packet rates. In a nofi@& connection, receivers
acknowledge packets from senders at a constant rate tsthehaumber of the packets
received is proportional to the number of packets sehwden the two parties of a
connection. In TCP SYN flood attacks, attack sourcesl seit a large amount of SYN
packets but receivers will probably not to replylte 5YN packets. Based on this pattern,

Gil and Poletto assume that the packet rate for the traffic taamkeprefix is proportional
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to the packet rate from the same network prefixhdf proportional pattern changes, the

network prefix is either the source of an attack or therddiin of an attack.

3.2.2.3 Normal models of network flows

D-WARD (Mirkovic, Prier et al. 2002) proposes to detB®OS attack traffic by
matching network traffic information with predefined mal flow models. This approach
monitors both inbound and outbound traffic of a seuretwork, and is intended to stop
attack traffic originating from a network at the bordéthe source network. Attack flows
are identified if they mismatch the normal flow mod&sce TCP peer acknowledges
every packet it receives, the proposed TCP normal modéefised by a maximum
allowed ratio of the number of packets sent and receivéte aggregate TCP flow to the
peer. The proposed ICMP normal model is defined byagimum allowed ratio of the
number of ICMP request and reply packets, since eachahd€CMP message should be
paired with a corresponding reply. Since UDP peeroisraquired to reply to a UDP
message, the normal UDP flow model can only be defiyed set of thresholds on UDP
packets sent. Although the system is currently underoiese) the D-WARD proposal
illuminates a new way to detect DDOS attacks atr tmurces. The false positive rates of

this approach will depend on the calibration of the psedarormal flow models.

3.2.2.4 MIB variable correlation

Network management information can be used to detectDBxacks (Cabrera,
Lewis et al. 2001). SNMP is a network management pobtihat stores information about
network devices in local databases each of whicledal Management Information Base

(MIB)(Waldbusser 2000). Local SNMP agents updateatdes in MIB periodically.
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Network administrators can retrieve MIB variables ateatral location to monitor the
traffic sent to local network devices. The assumptgithat some MIB variables may
indicate attacks if these variables from receiverhmes and from sender machines have
some correlation on a sequential time line. For example NtPI@ing flood, attackers send
out ICMP Echo requests in which the IP variable ilBM “ipOutRequest”, and later the
receivers will reply with an ICMP Echo in which thensa set of variables contains
“icmpinEchos.” The detection algorithm queries theugal of several specific MIB
variables from local network devices periodically aondrelates the relationship of these
values. The purpose of the correlation is to reducddlse positive rate of identifying

attack traffic.

3.2.3 SOURCE VALIDATION BASED

Since the current IP protocol permits source htustslter source addresses in IP
packets, attackers are able to send out IP packdisewipty or false source addresses.
Although IPSEC (Kent 1998a, 1998b), a transport layer authenticaititeme, can be
used to authenticate the source addresses of IP pabkeetthis method is not widely
adopted at this point. The false source address gmollill still be a big problem in
detecting and filtering DDOS attacks in the short tdBecause of this reason, the attack
victims cannot rely on the source addresses in attackeps to distinguish them from
legitimate packets. In this category, various waysdasigned to validate the sources of IP
packets. Once the source of a packet is determined torbeah attack source, the packet

is filtered out.

5 In particular, authenticated header (AH) is usedrovide connectionless integrity and data oragithentication for |P
datagrams and to provide protection against reffl&gst 1998b).
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3.2.3.1 Ingress filtering

Ingress filtering (Ferguson and Senie 1998) deterntfimles source addresses at
edge routers based on the valid IP address range intertie network. However, a false
source address within the valid source addresses wiiirsame network will not be
detected by this method. For example, if a packeem out from host A with the source
address of host B, ingress filtering will not regards a false source address if the source
address of B is valid in this network. In addition,weak traffic from a legitimate mobile
IP address has to be tunneled to avoid ingressiiidfefihis method is enough for tracing

the attack traffic to the network but not the computeas originate them.

3.2.3.2 Route-based

Route-based filtering proposes filtering packets of gmbafource IP addresses
based on routing information on backbone border ro@Rask and Lee, 2001b). A border
router maintains a routing table that contains fixedtes to all other domains by
exchanging routing information with its neighboring resiten Border Gateway Protocol
(BGP)(Rehter and Li, 1998). The proposal suggestg usinting information to determine
if a packet comes from the correct network device. If the sourcessdof the packet is not
consistent with the network device from which isent, the packet is regard as an attack
packet and should be filtered out. However, current corersomiaintain only a forwarding
table (a list of destination network prefixes and tberesponding forwarding network
interface) but do not maintain an incoming tableigadf source network prefixes and the
corresponding incoming interface). Although the forwardaige in a router may indicate
the routes that a packet will be forwarded, the routesiat necessary reversible because

routing on the Internet is not completely symmetriax@®dn 1996). In addition, there is no
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way to determine where the packet comes from when reuitjpites are present. SAVE is
a protocol being proposed to build up incoming tabla®uters (Li, Mirkovic et al. 2001).
This protocol proposes that routers propagate theinmimgy address space to their

forwarding destinations.

3.2.3.3 Web connection authentication

A cryptographic method has been proposed to proteetaserver from TCP SYN
attacks with spoofed source addresses (Xu and Lee.Zlli8)method drops the first TCP
SYN packet from the sender and sends back a HTTReo#dn with an encrypted
message. The sender who uses real source addressgsegeive the encrypted message
and include it in the next TCP SYN request. By doingadb,TCP SYN packets with

spoofed source addresses will be drop before they reaetet server.

3.2.3.4 |IP traceback-based

Methods in this category mitigate DDOS attack tcaffy using IP traceback and
packet filtering. Packet marking (Savage, Wetherall.2001; Park and Lee 2001a; 2002;
Song and Perrig 2001, Sung and Xu 2002; Yaar, Perrig20G8) identifies the paths that
attack traffic comes from by inserting marks in pask&mong these methods, currently
only IP traceback-based intelligent packet filteringin@ and Xu 2002) and Pi (Yaar,

Perrig et al. 2003) have designed to filter out ongoitaglatraffic.

The basic idea of packet marking is that the routers opdtiefrom attack sources
to victims insert marks in the IP identification fiedd ongoing packets, and the victims

reconstruct the paths that the attack packets travgrdbe marks in the packets. The
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problem is that the IP identification field is only 16 bitsjelhis not enough for storing the
entire path since the average path length is roughlyraar( Perrig et al. 2003). Certain
coding schemes have to apply to shorten the length dfsm@ince the marks are not the
unique identifier of an attack path after coding, thise positive rate occurs when the
legitimate packets have traversed the paths that are cottezlsgsne identifier as the paths
that attack packets have traversed. IP traceback-bds#dj@mt packet filtering (Sung and
Xu 2002) proposes a preferential filtering to filter patkets with different types of marks
with different probabilities. Pi (Yaar, Perrig et)giroposes to filter packets at edge routers
at a certain threshold if the packets have marks thatatedthey are from attack sources.
Since the mark under this scheme is not uniquedoyeath, the threshold filtering allows
the victim to lower the false positive rate at the eggeof raising the false negative rate.
Both methods allow attack victims to know the true asgpf the network traffic but they

need to be combined with other methods for identifyingotiteerns of attack traffic.

3.3 ATTACK RESPONSES

Attack responses in defenses are triggered once aftaffic is detected. To
implement attack responses, contemporary routers lysoale the functionalities to
process network traffic flows based on a set of acedss that defines the characteristics
of attack traffic (CISCO 2000). This section fidgscribes the categorization of attack
responses. A discussion of several features of attagiomses that influence the
performance of defenses and the deployment costs ofidfense follows. Table 3.2

summarizes the categorization and these features.
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3.3.1 CATEGORIZATION OF ATTACK RESPONSES

Attack responses can be applied on either inbounfictaf outbound traffic of a
network. Defenses can be categorized into the fatigwivo categories based on the

direction of network traffic to which attack responsesapplied.

1) Destination filtering are attack responses that aggered when attacks are detected in
the inbound traffic of some destination networks. D&#snin this category monitor the
network traffic received by some destination netwoess] mitigate the impacts of
ongoing attack traffic to these destinations. As guFes 3.1 and 3.2, when subscriber
1 (in ISP 1’s network) originates attacks on subscribaer IS5 2’'s network), the attack
responses are deployed in ISP 2’s network. In this, ¢88e2 (the downstream ISP)
can only trace back the sources of attacks withinatirainistrative boundary of its
network, such as the access router connecting to the ib@oszs in Figure 3.1 or the
border of its network as in Figure 3.2. Proposed respdhsedall in this category
include Pushback (Mahajan, Bellovin et al. 2001; hi@is and Bellovin 2002), Active
Responses (Sterne, Schnackenberg et al. 2001, 2002gnoGaly detection (Schuba,
Krsul et al. 1997), MIB correlation (Cabrera, Lewisaé 2001), preferential filtering

(Sung and Xu 2002) and threshold filtering (Yaar, Patig.).
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Figure 3.2: An illustration of destination filtering

2) Source filtering occurs when attack responses are triggdred attacks are detected in
the outbound traffic of some destination networksfeBges in this category monitor
the network traffic sent from some source networks, m@uitthate the impacts of
ongoing attack traffic originating from these sourcescé&the attacks are filtered out
at the sources before they are sent to the downstreaeribas, this method decreases
the observable number of attacks at downstream 1$geR3.3 illustrates an example
where ISP 1 places filters at the upstream rouwsésubscribers 1 so that the attack
traffic is filtered out before it is sent to subber 2. Defenses in this category are
ingress filtering (Ferguson and Senie 1998) and D-WARDRk@ic, Prier et al. 2002).
Both MULTOPS (Gil and Poletto 2001) and route-based filtefifagk and Lee 2001b)

can be either implemented as destination filtering or sdiltering.
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Figure 3.3: An illustration of source filtering

3.3.2 THE TYPE OF ATTACK RESPONSES

Packet filtering and rate limiting are two mechanidmsmplement responses in
access rules of routers. Either one of these methods isuteddefenses described earlier
to implement filtering. Packet filtering either dropsaacepts the packet being examined.
The granularity of attacks in these two mechanismdiffsrent. Packet filtering detects
attacks based on per-packet information while rateiigniimits the transmission rate of

the traffic flows to which the packet belongs.

Packet filtering is the action that a device takesdiectively control the flow of
data to and from a network. Packet filters allowbtwck packets, usually while routing
them from one network to another. To accomplish padketifig, network administrators
have to establish a set of rules that specify what typpackets are to be allowed and what
types are to be blocked. Packet filtering may occur inuéerpin a bridge, or in an

individual host (Zwicky, Cooper et al. 2000).

Rate limiting is the function that allows a router to cortinel transmission rate of a

specific traffic flow. Rate limiting is a trafficgicing tool used to control network

5 EP refers to the exchange point that exchangesetherk traffic between two backbone networks.
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congestion. In the case of protecting against DDOSkattan attack detection algorithm

identifies the characteristics of the traffic flokat will be policed. Once the characteristics
are determined, the rate limiting function will gustese that the transmission rate of the
traffic flow will be lower than a certain rate, whieneans packets that arrive at a higher

rate will be queued or dropped at the router.

Both packet filtering and rate limiting are mechanistmsrespond against the
DDOS attack traffic; however, they control the attackfic in different ways. Packet
filtering discards all packets that match the charmties of attack traffic. In contrast, rate
limiting allows some network traffic regarded as &t&affic to pass through, but it is
limited by a transmission rate. Because of the difiege packet filtering is usually used
with an attack detection algorithm that can detecickst by packet headers, such as
anomaly based and source validation based, andmatiadj is used with congestion based
attack detection algorithms in which the attack icaffannot be distinguished from

legitimate traffic sent to the same destination.

3.3.3 ATTACK RESPONSE GENERATION

Attack response can be generated either staticaliymmmically. Attack response
is generated statically in ingress filtering agassbofed source IP addresses (Ferguson
and Senie 2000) before the attack detection beginsexamnple, the network prefix of a
local network is 204.69.207.0/24. The attack responsdealefined to drop all packets in
which source IP addresses is outside 204.69.207.0/2dh wehgenerated statically once

the network IP prefix of the local network is determined.
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Attack response can be also generated dynamically attack traffic is detected.
For example, the outbound link of the above networlMplis. An attack is detected when
the attack source sends 5Mbps TCP SYN packets tB@art the host 204.69.207.9 An
attack response to limit the transmission rate of Taekets to this machine can be
generated dynamically to limit the packet rate of ttedwork traffic sent to the host

204.69.207.9 to be much lower than 2Mbps.

3.3.4 DECISION LOCATIONS

Decision locations refer to where attack responges generated if they are
generated dynamically. In order to generate an attasgonse, an attack detection
algorithm needs to collect network traffic informatidrom the decision locations.
Theoretically, attack response generation can be ykgplat either one of the following

locations:

Attack sources (L1): edge routers of the local netwosknfwhere the hosts send

out packets.

» Source upstream (L2): access routers of an ISPctiratect to subscribers’ edge

routers.

» Backbone routers (L3): core routers that transport nettraiffic.

* Victims (L4): edge routers of the local network where hogtseceive packets.

* Victim upstream (L5): access routers of an ISP tbahect to edge routers of the

victims’ network.
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In practice, attack response generation is rarely degplayy®ackbone routers (L3)
since it is difficult under current technology to monihigh-speed backbone peering links
and to analyze the information from these links fitack detection. Studies have been
done on monitoring OC-48 peering links (Claffy, Millerral. 1998; Sager 1998; Fraleigh,

Moon et al. 2001). No current published study has monitorksl higher than OC48.

Instead of deploying a defense at backbone routers, edgesrare another choice.
In order to protect a local network against attacKi¢rdrom other networks, network
administrators have an incentive to deploy attack detettiols at edge routers to examine
inbound network traffic. All anomaly based detectiogoathms described in Section 3.2.2
generate attack responses either at the victims ¢L4t the victim upstream (L5) to

examine inbound network traffic.

Generating attack responses automatically at the attegkces or the source
upstream (L1 or L2) is hard due to three reasong, Hies sources of attack traffic can be
spoofed so that victims cannot identify the real sauafeattacks. Secondly, even if the
genuine sources of attacks can be identified, theseesoan be located at many different
administrative network domains. In this case, cooperatitack detection and response are
necessary. Chapter 7 will investigate the incentiveshi® cooperative attack filtering and
detection. Thirdly, technical difficulties occur for gesténg attack responses at the sources
of attacks. In particular, it is hard to distinguisDOS attack traffic from legitimate traffic
at the sources of attacks since the volume of attadkctis usually small and only
aggregates at certain points close to destinations. éSbog based attack detection

algorithms are not effective in this case sincacéttools usually do not cause congestion
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at the sources. Anomaly based algorithms, such as D-WARd@source validation based

algorithms are able to generate attack responses at stiades.

3.3.5 ENFORCEMENT LOCATIONS

Enforcement locations refer to where on a network tteela responses will be
applied. Once an attack response is enforced on anceeawork router, all network
packets that pass through the router/links will be examitfetetwork packets are

determined to be attack traffic, the responses will béegpihese packets.

Possible enforcement locations are the same as delos#tions, which are L1-L5
in Section 3.3.4. The difference is that enforcement imtatin practice are not as
restrictive as decision locations. Once attack reg®orme generated, they can be
distributed to other locations to be enforced. The lmeamt imposed by enforcing attack
responses only occurs when an attack is detectee iittack responses is enforced and
generated dynamically during attacks. In DDOS attacqspropriate allocation of
enforcement locations may enhance the performancefeisis and reduce the overhead
imposed. The “appropriate allocation” of enforcemeattions for various defenses will

be analyzed in Chapter 5.

Both Pushback (Mahajan, Bellovin et al. 2001; loannidis Beltbvin 2002) and
Active Responses (Sterne, Schnackenberg et al. 2002) 2é8n be enforced at all location
discussed above (L1-L5). However, the performancéefdefense decreases when it is

enforced closer to the victim networks.
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3.3.6 COMMUNICATING PROTOCOLS

Communicating protocols refer to the protocols usedsédnd control messages
between various nodes of a network to coordinate atlatiction or attack responses.
These control messages are either attack pattemsfreen attack detectors to attack
response decision locations or attack responses sentdé&asion locations to enforcement
locations. Sending control messages has been done manvatth imposes high
managerial overhead and has a longer lag time. Tcedthe managerial overhead and lag
time, communicating protocols have been studied to matiagegeneration and the
distribution of attack responses in distributed fmres. Three communicating protocols are

explained in detail below.

First, pushback messages (Mahajan, Bellovin et &1, 2bannidis and Bellovin
2002) are used to distribute congestion patterns olisetveongested links to trigger rate
limiting in routers along the path that attack packetge traveled. The “pushback-request”
message used to trigger rate limiting includes comyestignature, bandwidth limit,

expiration time, depth (how many hops away from congestks) Jiand message type.

Second, the Intruder Detection and Isolation Protd&dP) is an application layer
protocol that coordinates attack detection and regpanglistributed locations. In IDIP,
attack detectors send descriptions of suspiciouskattzents to the Discovery Coordinator,
which determines responses and sends out its decisionsdes that will enforce the

decisions (Schnackenberg and Djahandari 2000; Sterne, Schipaxcket al. 2001, 2002).

Third, the Common Intrusion Detection FrameworkXE) proposes a language

called Common Intrusion Specification Language (CISL) fousim detection systems to
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communicate attack responses (Staniford-Chen, Tund. €1988). CISL provides a
common platform for communicating filter policy andaak detection patterns between

heterogeneous intrusion detection systems locatedti@bulied locations.

Finally, not all defenses require additional contrassages. If each network node
can detect attacks autonomously based on the informéuadna network node collects
periodically from its neighboring nodes, attack detectcan be implemented without

additional communicating protocols.

3.3.7 ADDITIONAL OVERHEAD OF RESPONSES

Defenses mitigate the impact of the attack tradficthe victim network but may
impose an additional overhead on the networks thateimmgnts them. The additional
overhead includes computational overhead imposed by althektion and attack response
enforcement; storage requirement to save logs for attatdction; and communications
overhead used to send control messages to distributed |scatiametwork. The overhead

is described below in detail.

First, the computational overhead from attack detedsoimposed on a regular
basis while the overhead from filter policy enforcetmsrimposed when a filter policy is
enforced. Once filter rules are enforced to examine/ork packets, a per-packet delay
will occur for matching filter rules. Minimizing theper-packet delay is a packet
classification problem in router performance optimaati Although most commercial
routers are optimized for routing, the per-packet defayatching filter rules depends on
the number of filter rules, the number of charactesstised to identify attacks, and the

updating frequencies of the filter rules (Feldmann and Muistunan 2000).
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Second, the storage requirement for attack detectijpends on the capacity of the
network device that the attack detection algorithmitomand the information needed to
determine attack patterns. To monitor high-speed netlivikk, the storage requirement is
usually very large. Current technology can scale up tdbp8dink speed without losing
much information on IP packets. To reduce the storage requirement @tdhianetwork
packets from high throughput routers, sampling and processing of packet data

dynamically will be needed in the future (lannaccone, Diot et al. 2001)

Third, control messages to coordinate attack deteetie an additional overhead to
network transmission. If communication occurs betwastwork routers, it is important to
know if such communication will result in abnormalhbeior of routers. Since most
commercial routers are optimized for routing, it @ certain if additional communications
among routers will impose additional delay on routensadr Since this issue is beyond the
scope of this thesis, details about the communicat@ihead caused by communicating

protocols will not be discussed further.

3.4 CONCLUSIONS

Categorizing DDOS defenses based on attack detectioritlathg® help to identify
the factors that influence the performance tradeoff éérdes. In the congestion-based
defenses, attack detection is based on link congemtidrate limiting is used to respond
against attacks. False positives for these defenses @dten both attack traffic and
legitimate traffic happen to have the same destindtomprefix. In the anomaly-based
defenses, attack detection is based on the anomadyrgatf network traffic, and packet

filtering is used to drop attack packets. False pesitoccur when legitimate traffic shows
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anomaly patterns in some rare cases. In the source \@iidadéised defenses, attack
detection is based on false source IP addresses.peaitiges occur only when the criteria
for determining false IP addresses cannot distingitislom true source addresses.
However, the detection rate for attack traffic depesrdfiow many attack packets contain
false source IP addresses since this method caren@nprattack packets with true source

addresses.

Categorizing defenses based on attack responses capobafgial subscribers in
selecting a defense. ISPs can utilize the distindi&iween destination filtering and source
filtering to design the service provision for eithetaek sources or attack victims. The
locations where attack responses are generated aortexhfdetermine the number of

locations needed to deploy defenses, and thus influence tlogrdept costs.

Both Chapter 5 and Chapter 6 will conduct quantitativdyaes on the defenses
categorized in this chapter. Chapter 5 will compareptrdormance tradeoff of various
defenses and Chapter 6 will analyze the economic tiwesnfor ISPs to provide these
defenses. In order to conduct the analyses in Chépsrd 6, a computational tool to
simulate an attack-defense complex system is neededn&tt chapter will describe this
computational tool. This tool utilizes the factoresdribed in this chapter about the

defenses and the characteristics described in Chapbeufthe DDOS attacks.
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Category | DDOS defenses Granularity]  Network information Characteristics of attack | Sources of false positives Limitations
of attack needed to monitor traffic
traffic
ACC&pushback (Internet Flow Destination IP prefix, Network flows that cause link Legitimate traffic that 1.Legitimate traffic is punished the
draft expired) (Mahajan, transmission rate of congestion contributes to the same as attack traffic.
Bellovin et al. 2001; loannidis network traffic congestion 2.False positive increases when the
Congestion | and Bellovin 2002) enforcement locations of responses
based Automatic responses & IDIP| Not Not specified closer to the victims
(Sterne, Schnackenberg et . specified 3.Can only identify attack traffic when
2001, 2002) congestion occurs
TCP SYN anomaly Connection IP protocol type (TCP Expired TCP SYN half-open| Connections with longer | Can only apply on TCP SYN attacks
(Schuba, Krsul et al. 1997) SYN), source IP address | connections transmission time will not
be served
MULTOPS (Gil and Poletto | Connection IP protocol type (TCP), | Asymmetric number of TCP | IP Routing is not Can only apply on TCP SYN attacks
2001) TCP packet rate, packets to and from one necessary symmetric
Anomaly Source IP address or source or destination (inbound and outbound
based destination IP address traffic may from different
D-WARD (Mirkovic, Prier et | Flow or IP protocol type, packet Packet rates to and from one border routers) Has to determine the threshold of pac
al. 2002) connection | rate, source IP addresssource (TCP and ICMP) or g rates for TCP and ICMP, and the
destination IP address maximum sending maximum sending rate for UDP.
rate(UDP).
MIB variables correlation Packet Source IP address, Specific values in MIB Some legitimate traffic Can only apply within a network that ig
(Cabrera, Lewis, et al. 2001) destination IP address, variables has the same correlation| administrated by SNMP and MIB
MIB variables database
Ingress filtering (RFC 2267) | Packet Source IP address, Spoofed source IP address Traffic from an mobilg IP.Can not identify the attack traffic tha
(Ferguson and Senie 1998) Valid source IP range that is not tunneled does not utilize spoofed source IP
Source 2.Need wide deployment
validation Route-based filtering Packet Source IP address Spoofed source IP address Forwarding tables in g¢ateNot apply to attacks that do not utiliz|
based (Park and Lee 2001b) Valid source IP range routers do not provide spoofed source IP
enough information 2.Mechanism for core routers a
currently underdeveloped
Preferential filtering (Sung | Packet IP identification (marks by Packets with marks Legitimate packets may | Intermediate routers have to be

and Xu 2002), Threshold
filtering (Yaar, Perrig et al.

2003)

intermediate routers)

considered as attack paths

contain the same marks &
attack packets

ageconfigured to insert marks.

Table 3.1: Characterization of DDOS defenses in terms of attack detdgboithans
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Category DDOS defenses Respons¢ Response | Decision locations Enforcement Topology Com. Overhead
generation | mechanism locations dependent | protocol
ACC&pushback Dynamic Rate limiting | Edge routers of | All locations (L1- | Yes Yes. Controls messages to
(Mahajan, Bellovin et al. 2001 destinations or L5) Network push responses
loannidis and Bellovin 2002) upstream access layer
Destination routers (L4, L5)
filtering Automatic responses & IDIP | Dynamic Rate limiting | The Discovery All locations (L1- | Yes Yes. Control messages for
(Sterne, Schnackenberg et al. & packet coordinator (single | L5) Application | coordination
(police 2001, 2002) filtering point on a network) layer
inbound TCP SYN anomaly Dynamic Packet Edge routers of Edge routers of Not No States of connections
traffic of (Schuba, Krsul et al. 1997) filtering destinations (L4) | destinations (L4) | specified
subscribers)| MIB variables correlation NA NA NA NA Not SNMP for | SNMP messages
(Cabrera, Lewis, et al. 2001) specified retrieving
MIB
variables
MULTOPS (Gil and Poletto | NA NA Edge routers of Edge routers of Not No Hash table to store TCH
destinations or destinations or specified connection info.
2001) upstream access | access routers(L4,
routers(L4, L5) L5)
Route-based filtering Static Packet Core routers (L3) Vertex cover set of Yes No Route information
(Park and Lee, 2001b) filtering Core routers (L3)
Preferential filtering (Sung and Dynamic Packet Edge routers of Edge routers of Yes No Mark insertion in
Xu 2002), Threshold filtering filtering destinations (L4) | destinations or intermediate routers
(Yaar, Perrig et al. 2003) access routers (L4,
L5)
Source MULTOPS (Gil and Poletto | NA NA Edge routers of Edge routers of Not No Hash table to store TCH
filtering 2001) destinations or sources (L1) or specified connection info.
Ingress filtering Static Packet upstream access | upstream access | Not No Access lists
(police (Ferguson and Senie 1998) filtering routers (L1, L2) router of sources | specified
outbound | D-WARD (Mirkovic, Prier et | Dynamic Rate limiting (L2) Not No Hash table to compute
traffic qf al. 2002) specified flow measures
subscribers) Route-based filtering Static Packet Core routers (L3) Core routers (L3) Yes No Roofermation
(Park and Lee 2001b) filtering

D

Table 3.2 Characterization of DDOS defenses in terms afcittesponses
(Both MULTOPS and Route-based filtering can be iagpbn either inbound or outbound traffic)
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Chapter 4 A COMPUTATIONAL TOOL FOR
SIMULATING ATTACKS AND DEFENSES
ON THE INTERNET

During a DDOS attack, both attack sources and leg#intdients are sending
network traffic to victims. The impact of attacks ontwns depends on the capacity of its
link, packet rates of both the attack traffic and ligitimate traffic, and the defenses
deployed. These factors form a complex system whitaeka and defenses interact to
determine the impact on victims. In order to provideedsés as services to their
subscribers, network providers have to realize thernteiaty in this complex system. By
doing this, they can tune variables in defenses tet the needs of their subscribers, and

they can estimate the cost of operating the services.

This chapter describes a computational tool to siteuhis complex system. This
tool is intended to generate results for quantifythg performance tradeoff made by
various defenses, and the economic costs of operatisgr¥iees. Using the categorization
and variables identified in the previous chapter, tinid can be used to generate different
attack scenarios on a given network topology whereengilefense is deployed. For each
attack scenario, the tool can calculate measures toifyuaoth the performance impacts of
the attacks and the defenses. The purpose of this towtito catch the dynamics of

network traffic transportation from packet layer botdo the first order of magnitude
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estimation on the impact of attacks under a certmoumstance. The results generated
from this tool will be used in the next two chaptersicivtanalyze the performance impact

of defenses, and the economic costs and benefits fr®setvices.

The next section describes the purposes of developing theutational tool.
Section 4.2 reviews previous models and tools thatlatethe complex attack-defense
system. Section 4.3 provides an overview of this t8ettion 4.4 explains the algorithms

used in this tool.

4.1 PURPOSES

The computational tool simulates a complex attackstid system that describes
how attack traffic along with other network traffic routeotigh a given network topology
during a DDOS attack when a defense mechanism is @&pldthis tool simulates the
system at the abstract level and can generate tatsatimeasures for the performance and
the operational costs of the defenses. These resultdoeaused for solving various
management and policy problems regarding the deplolyrot the defenses and the
provision of the services. With this computationalltdbe interaction of the uncertain
variables in defenses and attacks can be estimattte icontext of an entire network,
rather than for a given point on that network. To orientdisgn of the tool, this chapter

asks the following two research questions:

1) What is the impact of the topology of a network on théoperance of defenses?

To mitigate the impact of DDOS attacks on the viatietwork, the defenses have

to be deployed at some points of the routing pativdest the sources and the destinations
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so that attack responses can react against thek ait#dfic before it is transported to the
victim network. Hence, the relative topological locat®f attack source networks to the
victim networks determine the possible enforcement locatioataifk responses, in which

the performance of the defenses vary with enforcemeatidms or types of defenses.

2) What is the relative economic cost of operating servioegrovide defenses for a

given network?

As discussed in the previous chapter, attack respbiasesadditional overhead on
routers, which may cause delay of serving other sildessr The overhead varies with the
number of filters triggered to defend the victim netikv However, the additional capacity
recovered from filtering out attack traffic offsetsme of the overhead for attack response

filters.

4.2 PREVIOUS MODELS AND TOOLS

Previous attack-defense models have demonstratecdimyutational tools could
be used to reconstruct attack scenarios and victinomesp. Cohen’s model (Cohen 1999)
simulates attack processes and defenses based onfanpredemputer network topology.
Cohen’s model is an attacker-defender game, whicidcba useful for individual
companies to evaluate their reaction time if attackkhen concludes that the timing of
acquiring attack or threat information is importamt & defender. Moitra’s work (Moitra
2000) uses a stochastic model to analyze CERT incident seéoain simulation analysis,
a correlation is confirmed between the probability ofiacident and the damage an
incident does. Based on the assumption that defenses @asrelated to the change of the

functionality of a system, his work suggests that the surilitya defined as the probability
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that a system is functional, increases rapidly at &nd then more slowly as the defense
cost increases. However, more data is needed to supjgoconclusion. Chaturvedi et al.
(Chaturvedi, Gupta et a000) design a multi-agent based model to study huteeaisions

of taking risk in a simulated online bank operation. phaiminary results show that test
subjects have different levels of risk tolerance. Redming is a computer security attack
simulation project developed in Sandia National Latooies Information Design
Assurance Red Team (IDART). Red Teaming uses humdgmerts to attack real
information systems in order to identify vulneraimbt of these systems and observe the

behavior of attackers (Wood abdggan1999).

Previous models are designed for different reseanghoges. They do not include
the variables associated with DDOS defenses and Inttypekogy. They are also not
appropriate to investigate security policy issuesteel to DDOS attacks. However,
previous models do show that computational modeling caa pewerful approach in
security incident research because this type of r&seamoblem involves a complex

system, and therefore conducting real world experimertrysdifficult.

The complex attack-defense system described in thigteth&s implemented in
ANSI C. With the same sets of algorithms and pararegthis system can be implemented
in other tools as well. Both agent-based simulatimols such as Repasor modeling
languages for distributed systems such as Easel be used to implement this system.

The computational tool is grounded by theories in cdatfmmal modeling (Carley and

" The description about Repast is available at teypasceforge.net

8 The description about Easel is available at wwizmey/easel
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Gasser 1999). The next two sections describe the inputs, ©atmithe algorithms that are

in this computational tool.

4.3 OVERVIEW

4.3.1 PROPERTIES

The computational tool developed in this chapter hafotluaving properties:

1) Abstract level: The computational tool simulates netwaaic transportation based
on a given network topology. Suppose that an ISP net@o(kigure 4.1) is the
backbone network of an ISP. Each node in the networlesepts a POP (Point of
Presence) of the network, where the networks of sudessrconnect. In Figure 4.1,
circles represent POPs of the network. Squares reprissenetworks of subscribers.
The networks of subscribers are either legitimate sonetworks (“x”) that generate
legitimate traffic, or attack source networks (fa”Figure 4.1) that originate attacks,
to the victim network (“v”). The tool records inforn@t about the relative locations
of each node in the network, the packet rates of incoming andrayitgaific for each

node, and the capacity of the victim networks.
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2)

3)

O
Figure 4.1: An example network

Complexity: The complexity of calculations increases wathriumber of nodes in the
network, the number of concurrent attack sources siedjlaand the number of
concurrent attack victims simulated. In order to redihe complexity of calculations,
the tool uses Monte Carlo sampling to randomly pit&cl source networks and to

approximate the output measures.

Validation: Empirical grounding (Carley 1996) is udedvalidate this model. This
validation approach includes establishing the reasonaslerighe simulation model
and initializing variables of the model by settingithgper bound, lower bound, and
mean value from previous empirical studies. In the nexictvapters, attack scenarios
will be validated based on data from empirical steidhé attack tools, propagation
methods (Moore, Voelker et al. 2001), and observaisterical data from computer
virus propagation (Moore 2001). The types of network topetowill be validated

through empirical backbone network topology data (BW 2001).
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4.3.2 COMPONENTS

Figure 4.2 is an overview of the components in this cdatiomal tool. The
computational tool consists of four sets of inputap@eters, including parameters that
quantify the network scenario, the attack scenario, ttaekadetection, and the attack
response. The network scenario parameters model how ketaffic is transported on a
network. Attack scenario parameters decide the numberctin networks and attack
source networks for a scenario. The attack detectioanpeers and attack response

parameters describe a given defense mechanism.

Input parameters
Network Attack Attack Attack
scenario || scenario detection response
= =
Algorthms Output
Routing path [ a4k generatiorm=p» Mmeasure
construction calculation
= =
Output parameters
Performance Cost Topology
measures measures measures

Figure 4.2: The overview of the components in the computational tool

Three sets of output parameters are generated fr@mtdbl, which includes
performance measures, cost measures, and topologyreed3arformance measures are
for the analysis on the performance impact of the defenSost measures are for the
analysis on the economic cost of operating the saniiopology measures are for the

analysis on the correlation between network topology aret otitput measures.

The tool has three sets of algorithms. During a siiamathe attack generation

algorithm sets the packet rate of attack trafficecds| attack sources networks, legitimate
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source networks and victim networks. After simudatdtacks are determined, the routing
path construction algorithm calculates the roufiagh between attack source networks,
legitimate source networks and victim networks.ti#g end, for each attack scenario and
each defense, the output measure calculation tdgocalculates performance measures

and cost measures for the further analyses ingkethree chapters.

4.4 PARAMETERS AND ALGORITHMS

The computational tool simulates attacks on a petamzed ISP network, which
are described by several sets of input parametisisg the example network described in
the last section, this section describes the ipptdameters, the output parameters, and the

algorithms in more details.

4.4.1 |INPUT PARAMETERS

4.4.1.1 Network scenario

Network scenario refers to the set of parametexisdiscribe an ISP network from
the perspective of potential victim networks whéacks are not present. These parameters

include:

o Topology G): G represents how nodes in a network are connectemhe&o
another, as in Figure 4.1 consists of 10 nodes. The tool records the

neighboring nodes for each network nd8e.{1, 2, 3,4, 5, 6, 7, 8, 9, 10}.

0 Routing algorithmR): R refers to the algorithm for determining the routke
routing path) of transporting the network traffietlween any two nodes on a

network. For example, using the shortest path dhgor the routes between
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node 1 and node 4 in the example network = {1, 2}3The distance between

node 1 and node 4 = 3.

Capacity of links C): C refers to the maximum packet rate that is allowed

the link from one node to another, which may vark by link.

Utilization of links U): U refers to the ratio of the actual packet rateheflink
from one node to another to the capacity of timkt i

Upstream nodes of legitimate source netwok G refer to the set of POPs
where legitimate source networks connect. A legitensource network refers
to the network that originates legitimate traffgi// S Suppose that legitimate
source networks are connected to every POP. Beefl, 2, 3,4,5,6, 7, 8, 9,

10} in the example network.
Number of legitimate source networks: (x is a counter fos,.

Packet rates of legitimate traffic to victim netk®r(X): X refers to the packet
rates of the legitimate traffic that are sent fri@gitimate source networks to

victim networks.

4.4.1.2 Attack scenario

Attack scenario refers to the set of parametetsdéscribe the magnitude and the

distribution of attacks. The parameters include:

Upstream nodes of victim networkg)( V refers to the set of POPs where victim
networks connect. A victim network refers to théwwek that is the target of
attacks.V//S. A victim machine refers to the IP address of ¢oenputer that is

targeted by the attack traffic. A non-victim maahiefers to a computer that is on
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the victim network but is not targeted by attacfic. In the example network, the

square with a “v” is the victim network’. = {4}.
Number of victim networksvj: vis a counter fo¥. In Figure 4.1y=1.

Upstream nodes of attack source netwofkk S refers to the set of POPs where
attack source networks connect. An attack sourtseanke refers to the network that
originates DDOS attack traffi&[] S In Figure 4.15, = {1, 8, 9, 10}. Squares

with an “a” represent the networks from where &itas launch DDOS attacks..
Number of attack source nod@$: @is a counter fo, In the examplea=4.

Packet rates of attack traffi@d){ A refers to the packet rates of attack traffic

originated from each attack source network.
Attack duration f): 7represents how long the attack traffic will betsen

Protocol type of attack trafficP]: P refers to the protocol type of attack traffic,
which determines the packet size of attack traFar. example, TCP SYN attack is

about 40 bytes per packet.

4.4.1.3 Attack detection

The computational tool does not implement the tthetection algorithm in detall

since the purpose of the tool is not to evaluagedffectiveness of the attack detection

algorithm. The purpose of the tool is to compare gerformance tradeoff of various

defenses on a given network topology when the tleterate and the false positive rate of

detecting attack traffic can be estimated from otiedies.

The tool quantifies the attack detection algoritsing two parameters. They are:
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» The filtering rate of attack traffid4): f, represents the detection rate of the attack

detection algorithm at a certain filter node.

* The false positive ratd,): fx represents the false positive rate of the attat&ation
algorithm at a certain filter nod&.indicates how much legitimate traffic is filtered

as a side effect of filtering attack traffic.

4.4.1.4 Attack response

Attack response parameters describe the deployofeasponses in defenses. The

parameters include:

o Filter locations I(): L refers to the set of POPs where the attack respom®
enforced to react against attack trafficl S Suppose that a defense to filter out

DDOS traffic is enforced at POPs 3 and 7, then{3, 7}.

o Timing of enforcing response$)( Timing of enforcing responses is either

static or dynamic.

4.4.2 OUTPUT PARAMETERS

The computational tool calculates three sets gbuduneasures based on various
input parameters. Performance measures quantifyp#nrmance tradeoff that more
legitimate traffic is dropped due to the side dffet filtering more attack traffic. Cost
measures quantify both the transport distance daydittering attack traffic preemptively
and the number of routers that will be influencate do the deployment of filters.

Topology measures quantify the characteristicsgi¥@n network topology.
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4.4.2.1 Performance measures

The computational tool calculates three measuiscdn be used to quantify the

performance of a defense. They are:

» The number of filter nodes that the attack trgffisses througtoj,

» The number of filter nodes that the legitimateficgiasses throughfj,

» The proportion of the legitimate traffic bypassfilggr nodes K),

* The link utilization of the connection to victimtmerks by attack trafficl,), and

» The ratio of legitimate traffic received by victimetworks to legitimate senRy).

4.4.2.2 Cost measures

The computational tool calculates two measuresutantify the economic costs

caused by the variation of a network topology. Ehegasures are:

* The total number of filterdH), and

» The total transport distance sav&q.(

4.4.2.3 Topology measures

In order to study the variation of the charactmsstof the topology on the
deployment of defense mechanisms, the computationbtalculates several measures to

distinguish one topology from others.

* Number of nodes: The number of nodes in a netwaoikntifies the scope of a

network.
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» Density: Density measures the connectivity of avoet, which is defined as the
number of edges of a network divided by the largessible number of edges of

this network (Wasserman and Faust 1994).

* Average path length: A path refers to a sequenaedés that network traffic is
routed through based on a given routing algorithat $ends the traffic from source
networks to destination networks. Average pathtlengfers to the average number

of nodes on the paths for all pairs of nodes ietavark.

» Diameter. The maximum of the shortest path lengitwben any two nodes in a

network.

» Clustering coefficient: Clustering coefficient meees the cliquish of a network.
Node clustering coefficient is defined as the catinity of the neighbors of a
node. Clustering coefficient is the average of notlestering coefficients in a

network (Watts and Strogatz 1998).

» Degree centralization: Degree centralization messuhe differences of the
connectivity among nodes, which takes the averddieeodifference of individual

node connectivity and the average node connect{Wgsserman and Faust 1994).

4.4.3 ALGORITHMS

This section describes the algorithms used in thepotational tool to construct

routes, to generate simulated attacks, and tolaestcoutput measures.
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4.4.3.1 Routing path construction

Based on a given network routing algorithm, the potational tool calculates
routing paths between any given two nodes in thear&. Currently, the computational
tool has implemented the Dijkstra’s shortest pagoréhm (Dijkstra 1959) to calculate
routing paths, in which multiple paths are allon®dth OSPF and RIP uses this algorithm
to select routes. In addition, the computationall taas the capability to import fixed
routing tables for each node if the network dodsuse the shortest path algorithm, such as

BGP.

4.4.3.2 Attack generation

The relative locations of attack source networls dotim networks on a topology
influence how many nodes that the attack traffit go through. The computational tool
provides two algorithms to generate these relalbgations to evaluate the average
performance tradeoff that an ISP has to make wheploging defenses. The two
algorithms are source-victim enumeration and seuiaen random sampling. For each
run of the simulation, a combination of the upstra@des of victim networks/f and the
upstream nodes of attack source netwdg$ is picked from the set of the nodes in the
network §). In source-victim enumeration (Figure 4.3), aspible combinations fof and
S, are run and the average values of output meagorasall combinations are calculated.
In the source-victim random sampling, instead eiimg all possible combinations, the
model randomly selects a sufficient number of corations to approximate the average

values of various output measures.
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Input: Given a network topology G with a set of es8 There ar&k nodes IS S={
S1, % -..S}. The attack scenario hasvictim networks mattack source networks.
Output:V, Sy (to output measure calculation)

Procedures:
1. V={s;...5}, 1=0.
2. S={s1...sn}, J=0.
3. i=i+l, j5j+1, go to output measure calculatidh &).
4. ifj<Ck™ {
S\ = enumerate the next combinatiomohodes from th& nodes in§, O50S,,
sOV.
goto 3}
5. ifi<C* {

V = enumerate the next combinatiomafodes from th& nodes irS.
goto 3}

Figure 4.3: Source-victim enumeration

4.4.3.3 Output measures calculation
Output measure calculation can be run in two modesputation mode and

simulation mode. In the computational mode (Figur®, the output measures S, k, D,
andH are calculated based on filter locations and étative locations of attack source
networks and victim networks. These measures ilubed in the next two chapters to
estimate the variation of performance tradeoffsegwhomic costs of defense mechanisms.
The packet rates of legitimate traffic and attaelfic are assumed to be constant in this
mode so that these output measures can be cattwdteut considering the variation of
attacks in time. Several simpler formulas are usdtie next two chapters to quantify the

variation of attacks based on these measures.
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In the simulation mode (Figure 4.5), the output saeesU, andRyx are calculated
over time. The purpose of this mode is to obseneevariation of the impact of attack
traffic on legitimate traffic over time. In additip this mode can observe how network
traffic is transported between intermediate notiethe case that DDOS attacks induce the
saturation of backbone routers, observing the nmteiate nodes will be necessary.
However, this case is out of the boundary of thésis and, therefore, will not be discussed

in the next two chapters.
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Inputs:
Network scenario =R, X, Attack scenario =, V, S, A Attack detection =, f,}.
Attack response =@, L, F}

Outputs:a, B, K, D, andH

Procedures:

1 Generate routing patRP based o
GetSyandV from attack generation.
Locate filter nodes based anL andF.
H=0; D=0;a=0; £=0; k=0
For each node m S

If (50F) H=H+1
2. For each patp fromS,toV
For each nodeg enp {
w=1; w2=0;
If (s;0L) {

a=a+l

P A W N

wl=wl(1f) } /lcalculate the proportional of attack tiafthat pass through filters

w2=w2+wl
D=D+(distance betwee®, andV — w2)
a=alnumber of paths betwe&y andV
For each patp from S toV
For each node enp
if (sOF) B=p+1
If (Oson pOF) k= K +packet rate of legitimate traffic go througfx
5.  B=fAnumber of paths betwe&g andV
6. Outputa, B K, D, andH.

Figure 4.4: Output measure calculation (calculating k, D, andH)
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Inputs:
Network scenario =R, X, Attack scenario =@, V, S, A, 7, P}. Attack detection =, fy}.
Attack response ={ F}
Outputs:U,, R,
Procedures:
7. Generate routing patRP based ofR
8. GetS, andV from attack generation.
9. Locate filter nodes based dhL andF.
10. For (t=1 to7) {
For each nodg & S{
Generate attack traffic based on packet ratef AfasS,.
Generate legitimate traffic based on packet raxeftém if sO0Sy.
If (s L) {
if the network traffic is attack traffic,
packet rate allowed to the next node
= packet rate received from the previous node)(1-
if the network traffic is legitimate traffic,
packet rate allowed to the next node
= packet rate received from the previous nodef}j1-
} else packet rate allowed to the next noditias
If packet rate allowed to the next node > thedwidth of the link {
Drop rate = (current packet rate-bandwiddmdwidth
packet rate allowed to the next node= paeitetallowed to the next node*(1-drop rate)

}

transport the network traffic based on its alloweadket rate and routing pa®fr.
}
output
U= packet rate of attack traffic received at th& tmthe victim network/capacity of the link
output
R&= packet rate of legitimate traffic received atlihk to the victim network/capacity of the link

Figure 4.5: Output measure calculation (calculatipgndr,)
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45 CONCLUSIONS

The computational tool described in this chaptdumglamentally interdisciplinary
and draws on work from computer network, compuicusty and social networks
analysis. This approach is necessary to adequatelgrstand and evaluate the impact of

attacks on critical infrastructure — in this cas& pne aspect, the Internet.

There are a large number of possible benefits etdbl. First, the tool generates
results for further analyses that help network plens and subscribers to consider the
benefits of providing DDOS defenses and to recagiiie tradeoffs in DDOS defenses.
The computational tool provides a systematic fraprevior thinking through the tradeoffs
in defense strategies in this complex system. Tihisswork has direct bearing on security
policy decisions at the router level for criticaifrastructure. Secondly, this research
provides a new technology to help evaluate thesdagbosed by various attack scenarios
and defenses since it is neither cost effectiveetiucal to conduct real world experiments
of DDOS attacks on a large network. Finally, theology measures used in this research

could be useful for studies of other large-scgt®kagies.

Because the goal of the computational tool is wlifate the analysis on the
provision of DDOS defenses, this tool has severatdtions on its applications. First, the
simulation analysis provides an order of magnitgdst comparison among defenses.
However, the real dollar value of the cost will deg@ on the actual implementation of these
defenses. Thus, while the model suggests relafiieete in terms of cost, it will not

provide real costs. Secondly, the cost measueebased on bandwidth consumption and
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router overhead costs for either attack traffidefenses. Other implementation costs will
not be examined since this research focuses oadtigional benefit and cost achieved
from operating the defenses. Third, there is atdgnamount of data available for
validating models such as this. To obtain a moezipe analysis, network providers can
use their own data in the later analyses built uihis tool. Fourth, the tool does not
assume intelligent attackers who change their kdtdn response to the defenses.
However, the tool does provide a foundation foatingg a more complex model that will
handle adaptive attacks and defenses. Finallycdmeputational tool developed in this
research is limited to analyzing DDOS defensess Tdnl would need further revision to

analyze defenses for other types of Internet syangidents.

By simulating the complex attack-defense systemctimputational tool described
in this chapter will facilitate the analyses in timext two chapters for providing
performance measures, cost measures, and topoleggumes. Chapter 5 will use the
performance measures and topology measures toifgutiie performance tradeoffs in
various defenses. Chapter 6 will use the cost messand topology measures to discuss

the economic incentives of ISPs for providing tee/ges.
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Chapter 5 THE IMPACT OF TECHNOLOGY
UNCERTAINTY ON THE PROVISION OF
DDOS DEFENSES

During a DDOS attack the online servers being targeted suffer fromltss of
availability. The online servers cannot serve eitimate clients normally because either
the servers cannot handle the excess number ofigent connections or the network
capacity to the servers has been saturated. Agsdisd in Chapter 3, defenses have been
developed to mitigate the impacts of the attacksmgbling attack detection and attack
responses. By deploying the defenses at some poirttse Internet infrastructure, network
providers are able to detect attack traffic an@rfibut attack traffic preemptively before is

sent to their subscribers.

As described in Chapter 2, the tools to launch DCfiScks vary and are usually
automated in order to utilize various vulneralghtin software and network protocols, and
to interfere with attack detection. A single defedieployed at one point of a network can
not react against all means of DDOS attacks. Totragainst different attacks, network

providers should have security policies that agilfle enough to tune defenses that are

o This chapter will be focused on the DDOS attacks target hosts in an access network. In some,dafe3S attacks
may target network routers, or cause abnormal li@hav congestion at backbone routers. These cagebeyond the

scope of this paper.
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effective for their network topology and for theeds of their subscribers. Using the
computational tool described in Chapter 4, thigptdraanalyzes the variables identified in
Chapter 3 in both the DDOS defense technology arkde network topology. The goal of
this chapter is to provide network providers ingsghto setting security policies by which
to select and tune defenses. In addition, this tehap also intended to identify critical
variables that need to be considered when cre#itegontract between subscribers and

providers for deploying defenses.

This chapter is outlined as follows. Section 5.1ings the variables in DDOS
defense technology. Section 5.2 quantifies thei@émite of topology on deploying DDOS
defenses Section 5.3 quantifies the performandbeotlefenses. Section 5.4 explains the
methodology used to calibrate the uncertain vagghlsing current backbone network
topologies. Section 5.5 analyzes the impact of iaicevariables in attack detection and
attack responses. Section 5.6 analyzes the imgacincertain variables in network
topology. Section 5.7 provides recommendationss&dting security policies to provide

DDOS defenses as network services. Section 5.8untexcthis chapter.

5.1 TECHNOLOGY UNCERTAINTY IN DDOSDEFENSES

To shape the security policies for providing DDGSedses, network providers need
to understand what factors influence the perforraariche defenses. In this chapter, three
guantitative variables are used. They includeh#)false positive rate in attack detection,
which quantifies how well the attack detection aitipon can distinguish attack traffic from
legitimate traffic, 2) the filtering rate for attatraffic in attack responses, which quantifies

how much attack traffic is dropped proportionabtbnetwork traffic received, and 3) the
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filter location for enforcing attack responses, ebhiquantifies the locations that the

filtering takes place. These variables are destgiibeetail below.

1. The false positive rate in attack detectifyj (

The false positive rate is the probability thatitietate traffic is determined by an
attack detection algorithm to be attack traffioaé node of the network (such as a router).
For example, when the attack detection algorithoorggestion-based, such as in Pushback
(Mahajan, Bellovin et al. 2001; loannidis and Beito2002) or in active network response
(Schnackenberg and Djahandari 2000; Sterne, Scénbeky et al. 2001, 2002), rate
limiting is applied on the flow of congested netwdraffic. The false positive rate
represents the ratio of the legitimate traffic lpeiegarded as a part of the congested traffic.
In the defenses based on anomaly detection, tise fpbsitive rate represents the
probability that legitimate packets/connectionsrehaome characteristics with attack

packets, such as asymmetric TCP SNY packets.

2. The filtering rate for attack traffic in attack pessesf()

The filtering rate for attack traffic is the rated attack traffic being reduced by an
attack response at one node of a network. For eeathge filtering rate is 0.9 if the packet
rate of an attack is reduced from 500 packets peorsl to 50 packets per second. The
filtering rate here is for the convenience of amglg the uncertainty in attack responses. It
is not explicitly defined in DDOS attack responses it may vary with the packet rate of
attack traffic. For example, rate limiting is orttyggered when the burst packet rate or

average packet rate exceeds an upper bound.
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3. The filter location for enforcing attack responses

The filter location refers to the links of a netwdhat enforce attack responses
during an attack. Attack responses are enforcduerestatically before attacks (called
“static filters” in this chapter) or dynamically wh attacks have been detected (called
“dynamic filters” in this chapter). Static filterare enforced on one node to monitor
outbound links in TCP anomaly detection (SchubauKet al. 1997) or in Ingress filtering
(Ferguson and Senie 1998). Static filters are afforced on the vertex cover set of a
network in route-based filtering (Park and Lee 2)0Dynamic filters are enforced in
Pushback or in active network responses, in whitzitlaresponses are pushed hop by hop
toward the attack sources. The filter locationsipeinalyzed in this chapter includes static
filters at the upstream POP of the victim’'s netw(@knoted as “victim”), static filters at
the upstream of attack sources (denoted as “atagkces”), static filters at minimum
vertex cover set of a network (denoted as “vc"y] dgnamic filters at various number of

hops away from the victim’s network.

5.2 TOPOLOGY UNCERTAINTY IN DEPLOYING DDQOS DEFENSES

In additional to uncertain variables in defensés, tbpology of a specific ISP’s
network poses an uncertain impact on the performahnthe defenses as well. Consider a
networkG =(S, E) hasS nhodes andt edges[Is [1 Srepresents a point of presence (POP) in
a backbone network to which access networks conmbetfilter node$ /N denotes a set
of nodes where a filter policy is enforced. Oncémoek traffic is transported through a
filter node, it is examined and an attack respomsk be triggered when attack

characteristics in the traffic is detected. Thaakttsource$.//S represent a set of nodes

-74 -



where the source networks of attacks connect. @tiirhate sourceS«/ /S represent a set
of nodes where the access networks of legitimatntsl connect. The victim¥//S

represent a set of nodes where the victim netwooksect. Routing algorithmR refers to

the algorithm for selecting routes of network tiaffom sources to destination.

1 L1

< &
e "/
D

L2

Ot
Figure 5.1: An example network
Figure 5.1 shows an example. Circles representadimers of a network. Squares
are networks of subscribers, in which “A1” and "A8énote attack sources, “V1” and
“V2” denote victims, and “L1” denotes legitimateetits. In this example&s = {1, 2, 3, 4,
5 6,7, 8,9, 10}S\ = {3,8}. S« = {8,9}. V = {4}. Filters are triggered at the router
upstream of the attack sourcEs{3, 8}. If R adopts the shortest path first algorithm, there

are two routes from L2 to V: 9to 6 to 3to 4 an 40 to 7 to 4.

Both the attack traffic and the legitimate traffi@y pass more than one filter node
when they are transported to the victims. If @&fils enforced at a location that cut through
the routing path of the attack traffic but not toeiting path of the legitimate traffic, the
legitimate traffic can bypass the filter so that Hitack response does not has a significant
impact on the legitimate traffic. Three paramet@ms considered when determining the

number of filter nodes to use:
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* a denotes the number of filter nodes enforced onpid from attack sources to

victims.

a is an non-negative integer. For dynamic filtemsis less than or equal to the
number of attack sourcdmecause filters have to be triggered at choketqdine locations
that can cut off the attack traffic to the victinkr static filtersy is less than or equal to
the diameter of the network because static filkeesdeployed before attacks occur, when

attack sources are uncertain.

* [ denotes the number of filters enforced on the fatin the legitimate clients to

victims.

Fis an non-negative integer. For dynamic filt¢fss less than or equal ta. When
the legitimate traffic originates from the same eabs attack traffic is equal toa.
However, when the legitimate traffic originatesnfraa different node from the attack
traffic, B is smaller or equal tar because the choke points of the attack trafficrarte
necessarily the same as the choke points of titerate traffic. For static filters3is equal
to a. Since static filters are deployed before attam&sur, the legitimate traffic would

encounter the same number of filters as the attaffic.

» kdenotes the proportion of legitimate traffic tlaagble to bypass the filters.

k is a floating point number. For dynamic filteksis non-negative and less than or
equal to 1 For a given legitimate client, the proportionthe legitimate traffic to the
victims that bypasses filters can be estimatetiesatio of the total number of routes from

the legitimate client to the victims that have béeployed filters and the total number of
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routes from the legitimate client to the victimer Btatic filtersk is equal to Gvhen static
filters are deployed at the vertex cover set, beeall edges are covered by filteksis
equal to the proportion of legitimate traffic that dotroriginate from the same nodes as

the attack sourceshen static filters are deployed at attack sources

For example, in Figure 5.1, when the shortest patking algorithm is used, from
A2 to V, the attack traffic will pass through onkefr node (node 3), se is equal to 1.
Similarly, a is equal to 2 between Al and V. However, the deptnt of filters at node 3
and node 8 has a side effect on the legitimatéaradém L1 and L2. From L2 to V, the
network traffic can route through either node 9, 30and 4, or node 9, 10, 7, and 4. If
network traffic is evenly distributed (based on GpBetween two routes, a half of the
network traffic from L2 will pass through one filtéhode 3) and another half of network
traffic will not pass through any filter. In thisge,Sis equal tol and is equal to 0.5.

Similarly, from L1 and VSis equal to 2 ankis equal to O.

This example demonstrates tlmtepends how the attack traffic is routed through
the network and where the filters are enforced.t Thaa depends or;, S, V, andR.
Similarly, both s andk are determined b, L, V, RandS«. In Section 5.4, the three

parametersd, £ andk) will be estimated using backbone network topaegi

5.3 QUANTIFICATIONS FOR PERFORMANCE MEASURES

Using the parameters quantified in the previous Bumb-sections, this section
defines two measures for the performance impac¢hervictims of DDOS attacks given a

certain defense and a certain attack scenariotWidhneneasures are:
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1) Attack traffic utilization Ua)

U, quantifies the proportion of the network capaditjized by the attack traffic. The
network capacity refers to the capacity of the woekwconnection between the victim
network and its upstream backbone POR.is a ratio of the attack traffic packet rate
received at the victim network to its network capa€. A denotes the total packet rate of
the attack traffic arriving at the upstream POFhefvictim network, which is the aggregate
of the traffic sent by attack sources distributed the Internet.U, quantifies the

performance impact imposed by the attack trafftuictvis formatted as:

U < Al-f)
C

,A=0,f, =[04],U, =[01] ).

a

2) Legitimate traffic arrival rateR)

R« represents the ratio of the legitimate trafficereed by the victim network to the
legitimate traffic actually sent to the victims.denotes the packet rate of the legitimate
traffic arriving at the upstream POP of the victetwork, which is the aggregate of the
traffic sent by legitimate clients distributed dretinternetR; quantifies the performance

benefit from implementing defenses, which is repnésd as:

_XIK+ @K@= F)] v
R, = > =[k+(@-K)(L- f,)’] 2
f, =[01],R, =[01]

When the network capacity is saturated, both tkeclattraffic and the legitimate
traffic will be dropped at the same rak.is at its highest value when the total network

traffic reaches its capacity and it decreased gimcreases when the capacity is saturated
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(the proof is in Appendix 5.C). This situation wilbt be further discussed in this chapter

since the defenses have failed to prevent the metwamnection from being saturated.

Changes irJa andRx are determined by parametést;, a, B, andk. The attack
scenario is represented by parame@rd and X. Appendix 5.A summarizes the meaning
of the parameters and the marginal changes ofyoHndRy caused by these parameters.

The numerical analyses will be described in Sedién5.6 and 5.7.

5.4 CALIBRATION OF PARAMETERS

This section describes the method and results @alibrating the three parameters
describing network topologiesgr, 5, andk. Thirty-six backbone network topologies were
analyzed. AT&T network was chosen for use in therlanalyses. The remaining thirty-
five backbone networkS are listed to illustrate the variation of othetvmarks from the
AT&T network. Table 5.1 lists the topology measuofghese networks. Comparing to
other networks, the AT&T network is a sparse nekwbat is loosely connected and less
centralized. The average path length of this nétvimrclose to the average of all other
networks. Appendix 5.C is a map of the AT&T netwiwkology. Appendix 5.D shows the

correlation matrix of topology measures for thetyhsix networks.

19 The four backbone network topology maps are frararB Watch magazine, Spring, 2001.
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AT &T All 36 network topologies

network Standard
Topology measures  topology Mean Deviation Maximum Minimum
Number of nodes 61 29 18 70 7

Density* 0.04 0.17 0.14 0.57 0.04

Average shortest path
length 3.6 3.4 1.6 7.2 1.4

Diameter 7 7 4 17 2
Clustering coefficierit 0.06 0.20 0.20 0.79 0
Degree centralization ~ 3.E-03  0.02 0.02 0.10 5.E-04

Number of nodes in VC set 19 14 9 32 1

Table 5.1: Descriptive statistics for the topologgasures
of the AT&T network and 36 network topologies

5.4.1 ASSUMPTIONS

The settings of other independent variables andegponding assumptions are

described in this section. These settings and g#sums are used throughout this chapter.

1) Since the analysis is focused on the attacks atigghfrom other POPs, the attack
source nodes and the victim nodes are assumed tistiective. The maximum,
average, and minimum valuesaf[3, andk are calculated across all combinations of

attack source nodes and victim nodes.

2) Both static filters and dynamic filters are evalghtFor static filters, one attack source
node and one victim node are picked from a givemwaork topology. For dynamic

filters, two attack scenarios are analyzed.

11 Density measures the connectivity of a networkichviis defined as the number of edges of a netdivikled by the
largest possible number of edges of this networagd®rman and Faust 1994).

12 Clustering coefficient measures the cliquishnéssmetwork. Node clustering coefficient is defirasithe connectivity
of the neighbors of a node. Clustering coefficisrthe average of node clustering coefficients revork (Watts and
Strogatz 1998).

13 Degree centralization measures the differenceth@fconnectivity among nodes, which takes the geewf the
difference of individual node connectivity and theerage node connectivity (Wasserman and Faus).1994
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3)

4)

5)

6)

Two attack scenarios are analyzed: single souteekat (attacks originated from a
single POP) and distributed source attacks (attadgsated from multiple POPSs). For
single source attacks, the parameters are caldutetsed on the combination of any
two nodes. For distributed source attacks, 10%@POPs in a network are selected as
source nodes. For all cases, legitimate clientassemed to be uniformly distributed

on the network. That i& is uniformly selected frors.

Both the packet rate of attack trafficand the packet rate of legitimate traffcare
normalized by the capacity of the link to victinmstwork.A is set to 10 and X is set to
1 if they are not specified. This setting allowe #nalyses to estimate the saturation

point of the capacity.

The performance measures are calculated at a goiahin time but not at a longitude

scale.

Dijkstra’s shortest path algorithm (Dijkstra 1959)used to find routing paths between
two nodes. If multiple routing paths are found, tieéwork traffic is distributed evenly
among the multiple paths. This setting is same @& mtra-domain routing protocols,

such as OSPF (Huitema 2000).

5.4.2 ALGORITHMS

In static filters at the minimum vertex covering, $eis zero andx is equal tog for

all cases since the filters have covered all edgethis case, the legitimate traffic from all

POPs has to pass through at least one filter riodere 5.2 is the algorithm of calculating

a (andp) for static filters in minimum vertex covering s€or dynamic filters, the values
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of k, @ and3 depend on the enforcement locations of filtersctvlare push one hop away
each time after the values kf a and 8 are calculated. Figure 5.3 is the algorithm of

calculatingk, a andg for dynamic filters.

In Section 5.5, the values of k, and 3 calibrated from the various network
topologies will be used to analyze the provisiornihef defenses. These analyses are based
on the best case, the average case and the weestfrom various combinations of the

attack sources and victims.
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Given a network topology G(V,E).

1
2

N o o1 b~

Let the set of filter nodes F = the minimum vertexering set of G.
Select one victim nodé&liV as the upstream POPs that the victim networksect to.

Select a set of source node¥jand ¥j as the upstream POPs that the source networkect
to.

Generate the routing paths P between any (i,j)dbasehe routing algorithm R.
Leta (andB) = the number of filter nodes on the routing p&hs

Repeat steps 2-4 until all combinations of ({yf and ¥j have been analyzed.

Output maximum, average and minimangandp).

Figure 5.2: The algorithm of calculating(andf3) for static
filters on the minimum vertex covering set

Given a network topology G(V,E).

1
2

9

10 Repeat steps 1-10 until all combinations of {ijj have been analyzed.

11 Output maximum, average and minimunulandp.

Select a set of victim noded ¥ as the upstream POPs to which the victim netwooksiect.

Select a set of source noded]S and DnS,=@ as the upstream POPs to which the sou
networks connect.

Initialize the distance of the filter nodes, h =1.
Let the set of edges that the filter policies aroreed, F = (h,h-1).

Generate the set of edges; APthe routing paths between an attack source pade a victirr
node i for all (i,j) wherellD and [1S, based on the routing algorithm R.

Generate the set of edges AR the routing paths between a legitimate souaderz and a
victim node i for all (i, z) whereldD and Z1V based on the routing algorithm R.

Let k = (the number of nodes in V that XHF=@)/(the total number of nodes in V)

Let a = the number of distinct edges in ;AlF and letB= the number of distinct edgés
XPnF.

Increment h by 1 and repeat steps 4-9 until h sthrimum distance between (i, j).

Figure 5.3: The algorithm of calculatingk, andf3 for
dynamic filters
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5.4.3 ESTIMATION OF PARAMETERS

Table 5.2 summarizes the parameters used to quastéfic filters at minimum

vertex cover set for the AT&T network topology gndall thirty-six backbone networks.

Average Best Worst
case case case
Model parameter AT&T 2.9 6 1
a (=p) All 36 networks 2.7 11 1

Table 5.2: The parameters for static filter enfareat

For dynamic filters, the filter location is meadiiia terms of the number of hops
away from the upstream POP of the victim netwohe Tilter location is pushed one more
hop away from the upstream POP of the victim nédtveaich time after the parameters are
calculated. For example, in hop 1, the filter isdi@d at the nodes that are one hop away
from the upstream POP of the victim network. Telhl@ and Table 5.4 list the values of
parameters for single source attacks and distalsnerce attacks, respectively. In the next
section, the results for these three parametedsbeilused to analyze the influence of

variables for network topology on the performantthe defenses.
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Filter location (L)

Attack
Parameter¥ictim Hop 1 Hop 2 Hop 3 Hop 4 Hop 5 Hop 6 source
Average k 0 0.02 004 031 054 0.82 0.96 0.98
case o 1 1 1 1 1 1 1 1
B 1 1 1 096 0.96 0.97 1 1
Best k 0 002 005 038 059 0.84 0.97 0.98
case [0} 1 1 1 1 1 1 1 1
B 1 1 1 05 05 06 1 1
Worst k 0 002 003 025 049 0.8 0.95 0.98
case o 1 1 1 1 1 1 1 1
B 1 1 1 1 1 1 1 1
Table 5.3: The parameters used in analyses folessogirce
attacks (calculated based on the AT&T network togy)
Filter location (L)
Attack
Parametersyictim 1 2 3 4 5 6 source
Average K 0 0.02 003 0.18 032 051 0.59 0.6
case o 1 1 1.1 1.2 1.2 1.2 1 1
B 1 1 11 11 12 13 13 1.3
Bestcase Kk 0 002003 025 049 08 0.9 0.9
a 1 1 2 3 4 5 5 5
B 1 1 1 1 0.5 0.5 0.2 0.14
Worst k 0 0.02 002 0.02 0.02 0.02 0.02 0.02
case a 1 1 1 1 1 1 1 1
B 1 1 2 3 4 5 5 5
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5.5 THE IMPACT OF UNCERTAINTY FROM ATTACK DETECTION AND  ATTACK
RESPONSES

Using the parameters estimated from Section Sl s#ttion analyzes the changes
of U, andRx by varyingf,, fx and the filter location. The results suggest sev@inciples

for the design of the DDOS defenses.

1) A filter should be able to increase the filterirgger of the attack traffic flexibly

when the attack traffic increases.

As in Figure 5.4, to maintain the attack traffidizdtion lower than 0.1f, should
be at least 0.9 when the attack traffic is as lagéhe link capacity (A=1) whilig should
be at least 0.99 when the attack traffic is 10 $irakthe link capacity (A=10). This result
suggests that, to reduce the attack traffic redebyevictims,f, should increase when the
attack traffic increases no matter where the fltbeation is. In the other words, how much

attack traffic the victims will receive dependsfan

2) For dynamic filter, if the filter is closer to ttatack source, a high false positive
rate is acceptable; if the filter is closer to thetim, a low false positive rate is
needed. For static filter at the minimum vertexercset, a low false positive rate is

needed.
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As in Figure 5.5, the influence of the filter locat increases when the false
positive rate of the attack detection increases. éxample, when fx=0.9, Rx changes
significant when the filter location is closer th#ack source. This case explains the
sensitive variables in congestion-based attackctiete such as suggested in aggregate-
based congestion control (Mahajan, Bellovin e@01; loannidis and Bellovin 2002) and
in many other studies (Sterne, Schnackenberg 20al; Huang and Pullen 2001; Xiong,
Liu et al. 2001). For this type of attack responsesISP should emphasize both pushing
filter locations closer to attack sources and iasieg filtering rate but not on reducing
false positive rates, when deciding security petidior defense mechanisms. In addition,
based on this result, the criteria for any defahag is deployed on attack sources should
have high filtering rate of attack traffic. In ceendt, when fx=0.1, the Rx does not change
significantly when the filter location changes. Jtdase explains that false positive of
attack response is the most sensitive variablenamaly-based attack detection, such as
TCP SYN anomaly detection (Schuba, Krsul et al.7)@hd MULTOPS (Gil and Poletto
2001), and in attack detection using MIB varialerelation (Cabrera, Lewis et al. 2001).
In particular, when static filters are deployedha vertex cover set such as suggested in
route-based filtering (Park and Lee 2001b), a lovedse positive improves Rx more
significantly for static filters than for dynamidtérs. To decide security policies, ISP

should emphasize on reducing false positive otlttigtection.
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5.6 THE IMPACT OF UNCERTAINTY FROM NETWORK TOPOLOGY

5.6.1 STATIC FILTERS AT MINIMUM VERTEX COVER SET

For static filters, the network topology determirtee number of filters that the
legitimate traffic would pass through, and therefdetermines the performance measures.

This impact is explained below:

1) For a given network topology, the relative distabetveen attack sources and victims
determines the performance measures. Figure 5vésshe best case, the average case,
and the worst case fétx whenfy, varies. The best case occurs when legitimatetslien
are much closer to victims than attack sources,tla@advorst case occurs when attack
sources are much closer than legitimate clientsimplication of this result is that
subscribers should provide online services thatckoser to where their clients are
located. This strategy shortens the distance betweggtimate clients and the online

servers (potential victims) when DDOS defensesmaptemented.
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Figure 5.6: Legitimate traffic arrival rate
2) The variation oRxamong these three cases is lower whepproaches either 1 or 0.
When fy approaches 0, the filters have no impact on flegiie traffic so that the
locations of legitimate clients do not matter. Wlieapproaches 1, the first filter that
legitimate traffic encounters cuts off all legititeatraffic so that the locations of

legitimate clients do not matter either.

3) Among various network topologies, when the filtgrirate is large, static filters at
minimum vertex cover set are better for a denseoar&t with shorter average path
length because the first filter that attack traffiicounters cuts off most of attack traffic.
When the filtering rate is small, static filtergdretter for a loosely connected network

with longer average path length because attadictkabuld encounter more filters.
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Number of filters  Attack responses,£0.01)

Topology measures a (=B) f=0.9 f;=0.99
Number of nodes 0.8 0.4 -0.5
Density -0.7 -0.5 0.5
Average path length 1.0 0.5 -0.5
Diameter 1.0 0.5 -0.4
Clustering coefficient -0.4 -0.2 0.4
Degree centralization -0.7 -0.7 0.3
Number of nodes in VC set 0.9 0.6 -0.3

Table 5.5: Correlation of topology measures o8&lhetworks
with model parameters artkfor static filters at vertex cover
set, average case

Table 5.5 shows the correlation of various networ&asures withRx at two
different filtering rates, in which false positive fixed to 0.01 (as discussed in Section
5.5). When the filtering rate is relatively largsych asf,;=0.99, Rx is negatively
correlated to number of nodes in a network, avepagle length, diameter, and number
of nodes in VC set, and positively correlated tosiky, clustering coefficient and degree
centralization. Sinc&xis lower when the legitimate traffic passes thtougpre filters,
network measures and the number of filters aretivefjacorrelated. With a defense set
at such settingg,£0.99,1,=0.01), an ISP should deploy filters on one simgide, such

as the upstream POP of the victim’s network, btiomahe vertex cover of the network.

When the filtering rate is smaller, such %s0.9, the correlations exhibit the
opposite relationships. This result implies thapldging filters at VC has a better
performance for a sparse network or a network witlong average path length. The
reason is that, in a network with longer paths,arfitters on the paths to victims cut off
more attack traffic, which compensates for the fiti®ring rate at a given node. Since
the false positive rate is much lower than therittg rate, the legitimate traffic is not cut

off as much as attack traffic.
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5.6.2 DYNAMIC FILTERS

For dynamic filters, the impact of network topologgries by the filter location.
Figure 5.7 show®x for the best case, the average case, and the atovstrious filter
locations. Figure 5.7 is estimated under one attmkce and Figure 5.8 is the same
estimation under distributed source attacks. Whtacks are originated from a single
source, the variation dRx for the three cases is negligible when filters seé at the
upstream POP of the victim network or filters dase to attack sources. Pushing filters to

the upstream POP of attack sources does not degeaidemance.

Surprisingly, when attacks are originated fromribsted sources, the variation of
Rxis larger when filters are closer to attack sasiréequick review on the parameters for
the estimation can explain this anomaly. As in &db#, the variation of two parametexs,
andf3, causes the variation &x in distributed source attacks. When attacks ssuace
less distributed, fewer filters are triggered sisegeral attack sources can be cut off from
the same node. In this case, the legitimate trafilicpass through fewer filters as well. In
contrast, when attack sources are uniformly disteith on the network, more filters are
needed to cut them off. In this case, the legitimeiffic will pass more filters and pushing
filters to the upstream POP of attack sources isffective. When attacks are uniformly
distributed on multiple sources, detecting attaokrees at downstream networks are
difficult due to two reasons: 1) the source address the attack traffic can be spoofed to
disguise its sources, and 2) significant effomhégeded to inform the multiple sources. A
better solution is to deploy static filters thatip@the outbound traffic of a local network to
its upstream ISP, such as using source filterirghrtelogies like Ingress Filtering

(Ferguson and Senie 1998) and D-WARD (MirkovicePet al. 2002).
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5.7 SERVICE PROVISION

The packet rates of DDOS attack traffic vary froB0 2packets per second to
679,000 packets per second based on an analysisbiiokscatters (Moor&elker et al
2001). The online servers of different subscrilaes usually able to tolerant attacks to a
certain extent. To provide DDOS defenses as netwerkices, network providers should
design different services that adjust the settioigslefenses to meet the needs of their
subscribers and to respond against the variousepaates of attack traffic. For adjusting
the settings of the defenses this section discubses possible ways to provide services:
“maximum availability”, “attack threshold”, and “mimum attacks”. The three services are

discussed as follows.

1. Maximum availability (MaximizingRX).

This service proposes maximizing the legitimatéfitrahat a victim network can
receive during the attack no matter how much attesfkic arrives at the target servers.
In practice, this service adjusts attack respossdbat the drop rate of network traffic to
the network of a certain subscriber is minimizedrdy attacks. A network subscriber
would choose this service when the link capacitynad saturated and the network
services provided by the non-target servers aree imoportant than the target servers.
For example, while a departmental web server iaraptis network becomes an attack
target, other services provided by the non-targetess, such as email or other web
communications, may be more important to the estrapus community than a single

departmental web server.

2. Attack threshold (Keeping, under a threshold while maximizifiRy).
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This service proposes maximizing the legitimatdfitrareceived by a victim
network but setting a threshold to limit the attaeiffic. In practice, the defense should
be flexible enough to adjust attack responses attie link utilization to the victim’s
network is under a threshold value defined by sulbss. A network subscriber can
define a threshold that the critical online sengans tolerant so that the legitimate traffic
still can be transported to both the target seramd the non-target servers during
attacks. Internet services are usually designéamaling a certain amount of concurrent
requests. For example, high performance web se(f’ais Druschel et al 1999) and
scalable Internet services (Banga, Mogul et al.91%elsh, Culler et al. 2001) have
been developed to handle a large amount of comduelient requests. Tools have been
developed to evaluate the capacity of a web sgi®anga and Druschel 1997). To
maintain the online services available during dact it is important to allow as much

of the legitimate traffic as possible to pass sosrver can process client requests.

3. Minimum attacks (MinimizindJ,).

This service proposes minimizing the attack trafffiat a victim network can
receive during the attack no matter how much legite traffic is sacrificed. In
practice, this service means cutting off all suspis network traffic if it is detected as
attack traffic. This service is preferable whentdrget servers provide critical services
to support the victim network internally and thenttime of the target hosts could

jeopardize the operation of the victim network.
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Using dynamic filters as an example, Figure 9, FagLO and Figure 11 shoRx
when applying the three services, respectivelysi#svn in all three figure®xis constant
for filter locations that are close to attack sestc This result means that setting attack
responses at these locations will resist attac&s ghnerate a large packet rate or with a
variable packet rate. However, when network pragidee not able to push filters close to
attack sources (for example, attacks that origifiede another ISP’s networkRx is
higher for “maximum availability” than for “attadkireshold” and for “minimum attacks”.
Under “maximum availability”, the service provisi@eeks to maximize the amount of
legitimate traffic that reaches the victim networlds a consequence, additional attack
traffic must be allowed through when the false fposirate is nonzero. Therefore,
subscribers have to setup other security guardensure the servers can resist the

additional payload of attacks. In contrast, “atttaleshold” allows less legitimate traffic to
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pass with a controllable packet rate of attackfitraind “minimum attacks” allows no
attacks to pass. As shown in Figure 11, “minimutacks” utilizes only the filter location
to adjust how much legitimate traffic that victimsll receive during attacks and its

performance does not change with the packet raatadk traffic.

5.8 CONCLUSIONS

To ensure the availability of online services dgraitacks, the provision of DDOS
defenses should be designed in a way that clarifiesuncertain variables from the
technology and the network topology of providerhisTchapter analyzes the impact of
these uncertain variables on the performance andef mechanisms. The results provide

recommendations for network providers and subswibe

For network providers, four recommendations areigenl based on the results. 1)
The filter location and the filtering rate of attatcaffic are the most sensitive variables for
defenses in which attack detection is congestiaedhaand attack responses are
dynamically enforced. When providing such defendesproviders should design services
that focus on adjusting the filtering rate of thek traffic to meet the needs of different
subscribers. 2) The false positive rate of attastiection is the most sensitive variable for
defenses in which attack detection is anomaly-baseH attack responses are statically
enforced. To define the service contract or toctalefenses, network providers should
emphasize the ones that can reduce the falseveositie of attack detection. 3) If the
provider has a sparse network or a network witlra laverage path length, deploying
static filters at the minimum vertex cover set igamd strategy since longer paths forces

attack traffic through more filters before it agss at the victim’'s network. The only
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exception is when the filtering rate of attackficais close to 1 and the false positive rate is
low. Then, the ISP should deploy filters on ongl@mode, such as the upstream POP of
the victim’s network, not on the vertex cover ot thetwork. 4) Cooperation among
multiple network providers is needed for attackat thriginate from distributed sources.
When most attacks in the network are originatethfeosingle source, it is a good strategy
for network providers to use dynamic filters thasbp filters to the upstream POP of attack
sources. However, the same approach is not eféeetiven most attacks originate from
distributed sources. The network provider needscib@peration of other providers to
deploy static filters that police the outboundftcadf a local network to its upstream ISPto

more effectively filter attack traffic.

For network subscribers, three recommendationprargded. 1) Since none of the
current defenses can filter out attack traffic withposing an impact on the legitimate
traffic, subscribers need to determine the attalgkance of its online servers in order to
obtain the availability for its servers during aks. In particular, when the subscriber
has a capacity that is larger than the packebfatee attack traffic, maintaining a certain
tolerance to attacks can avoid any additional drapmf the legitimate traffic. In
addition, network providers would be able to tume defenses based on the availability
of the servers to meet the needs of the subsaibetine services. 2) Providing online
services that are closer to where their clientsl@ated is a good strategy to maintain
the availability of the online service to legitimatlients when DDOS defenses are
implemented. 3) Implementing defense mechanisnte@outbound traffic of an access
network will ensure the accessibility of the |legisite clients to other online services,

which is better than having the victim networkeilout legitimate traffic.
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The goal of this chapter is to provide a quanti&atmethod to consider the
performance impact of uncertain variables for dgplp defenses. While the
implementation of defense mechanisms should benancmity effort, the decisions of
upstream network providers would influence the iotpaf attacks on downstream
networks. In the next chapter, the economic ingestiof providing defenses will be
analyzed. The influence of the compliance of mldtiproviders will be discussed in

Chapter 7.
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Appendix 5.A: The marginal change of the perforneameasures

Parameter
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Appendix 5.B: AT&T network topology
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Appendix 5.C:
Prove that R is at its maximum when the network connectioneagts capacity.

Proof: LetT, = A(l- ) andT, = X[k+ (L-k)(1- f,)”"].

1) When Ta+Tx =C, the network connection is saturated. The dro@ o the network

. . T,+T, -C
connection for all types of traffic is calculatesl &= —-~—*——

. The legitimate traffic
A+ X

arrival ratio can be represented as

R, = (2)(L-d) = () C ) itT,+T, 2C.

X7 T +Ty
Ty .
:>RX <(Y) IfTA+Tx >C.

= Ry IS maximum when g+Tx = C.

2) WhenT, +T, <C,

_ X[k+@-k)(@-1,)"]

X
= b = L= (1) (1)

a

Ry :TYX =k+(@1-K)(1-f,)7 =k+Q-k)@-@(f,))”

= Rx is minimum when}(f;)=1 and R increases whe(f,) decreases.

=
SinceT, +T, = AQ- )" + X(L-¢(f,))”, T, +T, increasesvheny( f,) decreases.
= Ry is maximum whenuf=f, such that T+Tx = C. QED.
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Appendix 5.D: Correlation matrix of topology meaessufor 36 networks

Average shortest Clustering Degree
Density  path length  coefficient centralization

Nodes -0.74 0.77 -0.30 -0.64
Density -0.68 0.69 0.67
Average
shortest path
length -0.46 -0.61
Clustering
coefficient 0.21
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Chapter 6 THE ECONOMIC INCENTIVES OF
PROVIDING DDOS DEFENSES ON THE
INTERNET INFRASTRUCTURE

Internet service providers (ISPs) are the frong lof the Internet infrastructure
protection since they transport network traffic amalve direct administration of the
infrastructure. What would be the economic incesgtivof ISPs to provide defense
mechanisms against network attacks? This chapieteisded to address this question by
analyzing the economic benefits and costs of ISRsdvide defenses on network routers
against distributed denial of service (DDOS) atsadlo deploy the defenses against DDOS
attacks, ISPs need to configure routers in ordg@reéwent attack traffic from reaching the
network connections of their subscribers. Perfogeagfficiency of the services and
economic benefits from the services are two impbitancerns to determine if a defense is
a feasible solution or not. The previous chapter $tadied the performance efficiency of
the defenses. This chapter focuses on evaluatiagetonomic benefits and costs of

providing defenses.

This chapter proposes that ISPs should provide DBé&}éhses as network services
to their subscribers. Security services, such asidiPrivate Networks or firewalls, have
been provided by ISPs as optional network servicedeal with the secrecy of data

transportation. In this case, the services thatigeoDDOS defenses ensure the availability
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of online services. The defense technologies haea loliscussed in details in Chapter 3.
Some of these technologies have been implement@stior 2002; Asta 2002; Recourse
2002). The purpose of this chapter is to developraytical framework that ISPs can use
to evaluate their economic benefits and costs wdaopting these technologies. This
chapter describes mathematical models to quattEyetonomic benefits and costs of the
service provision from the perspectives of bothviglers and subscribers. By using the
models, the chapter examines the benefits anddsts ander various filtering methods,

filter locations, network topology, and pricing otes.

The next section describes the mathematical mo8elstion 6.2 uses empirical
data of distributed denial of services and infororaibout a backbone network to verify
the models empirically. The subsequent sectionsigathe importance of various factors
on the analysis. Section 6.3 investigates thendefe that monitor attacks to victims.
Section 6.4 investigates the defenses used to onattack sources. Section 6.5 discusses
the impact of attacks on network capacity. Sediidhconsiders different attack scenarios.
Section 6.7 analyzes network topology. Sectiona\.@yzes the service provision with a
different pricing strategy. Section 6.9 analyzes tfodel in the monopoly market setting,
which assumes that the provider is able to maximgerofits by adjusting the service

charge. Section 6.10 concludes the chapter.

6.1 MATHEMATICAL MODELS

This section proposes mathematical models to dyahg economic benefits and

costs of the DDOS defenses. This section definesnbdels based on the following

- 106 -



simplifying assumptions. Some of these assumptralide relaxed in the later sections.

These assumptions are:

DDOS attacks can be traced to their sources witienadministrative domain of

one network provider. (Chapter 7 will discuss theperation among multiple network

providers when attacks can be traced across diffagministrative domains.)

. The attacks saturate the network connections ofcsillers to their backbone

networks or take down servers inside the netwotk@tubscribers.

. Subscribers would pay based on the utility receivech the defense. The utility
that a subscriber derives from DDOS defenses isefpected value of losses that

would be incurred from DDOS attacks.

. Providers would offer the service to an additiosabscriber when the marginal

benefit to the provider is larger than the margawst to the provider.

. The providers charge all subscribers at a flathata certain time period, such as a

month (this assumption will be discussed in Sedi@).

. The service is offered in a competitive market ehttre price for the service is
determined so that the number of subscribers tieatvélling to subscribe it is equal to
the number of subscribers that the provider woildel o offer it (this assumption will

be discussed in Section 6.9).

Two categories of DDOS defenses are modeled inctiagpter. They are source

filtering and destination filtering. Chapter 3 aetail description of these two categories.
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Source filtering refers to the defenses that aptogied to monitor the outbound traffic of a
subscriber in order to prevent the subscriber fosiginating attacks. Destination filtering
refers to the defenses are deployed to monitontiend traffic of a subscriber in order to

prevent the subscriber from being attacked.

6.1.1 BENEFITS AND COSTS OF SUBSCRIBERS

What a subscriber is willing to pay for DDOS defefiss assumed to be less than
the utility received from the security service. §Bection uses a linear function to quantify
the utility. A similar linear function form has beaised to quantify the expected loss
associated with the information set being comprethim an attack (Gordon and Loeb
2002) and the utility of subscribers for intermegiaervices (Bhargava, Choudhary et al.

2000) and digital goods (Bhargava and Choudhar{ 200

The utility that a subscriber derives from DDOSeteskes is the expected value of
losses that would be incurred from DDOS attackise @xpected loss is quantified by three
factors. The attack frequen@/] [0,1], refers to how often attacks occur. Theested
loss per attack,, refers to how much loss an attack imposes osuhscriber. The quality
of the defensegU [0,1], quantifies the impact of the performance efficierary the
expected loss, such as the legitimate traffic afrrate discussed in Chapter 5. lét

denotes the utility function of a subscriber fog #ervice, which is defined as:

U =aqL (1.a).

Consider a simplifying situation that only one typieservice is offered and the

provider charges each subscriber a flat pater a certain time period, such as a month.
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Based on the assumption that a subscriber is gittnpay less than the utility, the upper

bound for the service chargeis:
P, <aqL (1.b).

Assume thak for all subscribers is proportional to a uniforistdbution.q denotes
the quality of the service for DDOS defenses, witiah be considered as the performance
efficiency such as the legitimate traffic arrivate discussed in Chapter 5. The number of
subscribers that will subscribe to the service ddpen the distribution @& F(a) denotes
the percentage of the subscribers that have atdesttacks, and assume thaanda are

independent variables. Only the subscribers thpeaixthe attack frequency to be larger

than at would subscribe to the service Bt. Let M represent the number of subscribers

d

of an ISP. LetNy denote the number of subscribers that are willmgubscribe to the

DDOS defense service. When the price is sgd,afNg is calculated as:
N, = F(@M (1.c).

From (1.c), the lowest attack frequency of all suibers is a function dfly, which

K(N,)=a= F’l(%) (1.d).

6.1.2 BENEFITS AND COSTS OF PROVIDERS

This section quantifies the benefits and the aolspsoviding DDOS defenses. The

cost quantification considers only the operatiaat of providing DDOS defenses but not
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the capital investment for the infrastructure topliement them. Three factors are
considered in quantifying the operational cost. yTlage: 1) fixed costq,), 2) filter
overheadR), and 3) bandwidth savin§j. BothR andW quantify the per-attack operating
cost whileC, quantifies the per-subscriber operating cost. dFizest C,) quantifies the
additional cost per subscriber that the providertgpay in order to set up the service for
the subscriber. For example, the cost of additi@tplipment, such as disk space for
logging, or additional administrative overheadtdfibverheadR) quantifies the per attack
overhead of a defense on IP transport due to atkeiection and responses. If the provider
provides an IP transport service that guaranteesriain quality of service (QoS), the
additional overhead imposes an economic cost toptheider. Bandwidth savingw)
guantifies the per attack transport cost savedusecattack packets are filtered before they

are transported to their destinations.

Filter overhead per attadR is defined to be proportional to the number defg
H(G), the link utilization by legitimate traffigy, and the attack duratian Given a network
topology G, H(G) is calculated as the number of edges monitorefilteys, which are
deployed between attack sources and victhii&) is influenced by the network topology
because filters must be deployed at some cut gbetiveen the attack source networks
and the victim networks. The model assumes thatdilare triggered only when attacks are
detected and that the proportional relationshimesar. C; denotes the unit economic cost

of filter overhead an® denotes the number of attack sourédis, defined as:

R=mu, CH(G) (2.a).
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Bandwidth saving per attadk is defined to be proportional to transport diseanc
savedD(G), the link utilization by attack traffigs, and the attack duration D(G) is
calculated as the transport distance betweensfidiad the victim networks, which is also
topology dependenf, denotes the attack traffic filtering rate a@g denotes the unit

economic cost of bandwidtiV(G)is defined as:
W=mC,D(G,Tf,) 2.1).

The total cost of providing the defenSes the sum of operational cdsg from all
subscribers, ang from all attacks.©(N, )represents the total number of attacks from all

subscribers of the service, which is equal%;eg whereg; is the attack frequency &f
i=1

subscriber. The service is offeredNgsubscribers. The total cost for providing the serv

to Ng subscribers is calculated as:

C=C,N, +RO(N,) (2.0).

The total benefiB for providing the service is the sum of the servihargePs

from all subscribers, and/ from all attacks:

B =P,N, +WO(N,) (2.d).
The total profit for providing the servicé&® is:

TP=B-C=PN,+W-R)O(N,)-C,N, (2.€).

By setting% =0, the lower bound of the service charge (the mafgiost of

S

providing the service to one additional subscrixer)
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R 2C, +[R-W]K(N;) (2.9.

6.1.3 THE BENEFIT-COST RATIO

Two measures will be used in the later sectiordigouss the economic incentives
for providing DDOS defense services: 1) the besoefit ratio per serviced) and 2) the

benefit-cost ratio per attacij.

The benefit-cost ratio per servio®)(measures the ratio of the total benefit to the
total cost for the ISP from providing the serviceler a flat rate pricing scheme based on
the equilibrium in the competitive market. When #@vice is offered in a competitive

market, the priceP = P, = P,is determined at the point that the number of siless is

equal toN = N, = N, . The benefit-cost ratio is defined as:

_ PN+WO(N)

B
51 =— =
C ~ C.N+RO(N)

(3.a).

The benefit-cost ratio per attadk) measures the ratio of the bandwidth saving
(per-attack operational benefit) to the filter dvead (per-attack operational cost) without
considering the fixed cost (per-subscriber opematicost) and the service charge. The

benefit-cost ratio per attack is defined as:

5, = == Zwta 3.19).
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The next section will discuss the parameters fbase scenario to provide DDOS
defense services. This base scenario calibratgsatianeters in the mathematical models

using public available data.

6.2 CALIBRATION OF BASE SCENARIO PARAMETERS

6.2.1 EMPIRICAL DATA FOR THE DISTRIBUTION OF THE ATTACK
FREQUENCY

The distribution of the attack frequency determitiess demand of subscribers for the
service of DDOS defenses (as in the equationsaligir 3) when the service is priced at a
flat rate. Since no service is currently offeredhag point, empirical measures of demand
for the service is not available. However, the ataon of the demand among individual
subscribers can be estimated from empirical datattatk incidents. The variation of the
demand can be explained as the difference amongniime services that each subscriber
operates. For example, the demand for the serxace &n e-commerce web site such as
Yahoo or eBay is higher than a personal web siteesihe probability of attacks to an e-

commerce web site is greater.

This section describes the two empirical data dgtshe DDOS data set and 2) the
Code-Red data set. They will be used to quantiéydémand of individual subscribers in
the following sections. The two data sets are twsamhlibrateF(a) in equations 1 through
3. The DDOS data set is used to estimate the lititvh of attacks “sent to” one
subscriber, and the Code-Red data set is usedtitoags the distribution of attacks

“originating from” one subscriber.
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Figure 6.1: The distribution of the attack frequenc

Figure 6.1 illustrates the distribution of the elttdrequency from these two data sets.
The DDOS data set is compiled from the number sifiduted denial of services to unique
IP addresses estimated in (Moore, Voelker et a01p0in which attack events are
estimated based on the backscatter data colleciedd /8 subnét during a three-week
long period. The Code-Red data set is compiled fitmennumber of attack probes caused
by the Code-Red worms from unique Autonomous Systehses) estimated in (Moore
2001), in which the attack probes consist of inégctattempts to computers in one /8
subnet and two /16 subnets during a 24-hour pevieeh the Code-Red worms started to
spread. Computers infected by the Code-Red wormchalbDOS attacks to the White
House web site during a certain time period codethé worm program. Because of this
behavior, the Code-Red worm is a propagation prodg@a DDOS attack tools and the

Code-Red data set identifies the distribution of@®Pattack sources.
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Both studies only report the number of ASes obskeweazsus the attack frequency. To
calculate the distribution of the attack frequenitys chapter normalizes the number of
ASes involved in attack events in the original dsgts by the total number of ASes in
August 2001. In addition, the percentage of ASasdhe not involved in the attack events
is calculated by subtracting the total number oé&8om the number of ASes observed in
these two studies. The total number of ASes in Au@001 is 11717. Table 6.1 shows

several descriptive statistics of the two data sets

Dataset  Number amax F@=1) F(a=90% of

of samples total attacks)
DDOS 1003&° 102 0.2 0.12
Code-Red 4728° 12102 0.4 0.08

Table 6.1: Descriptive statistics of the two daitss

Data set by by R-Square
DDOS 0.37 -2.15 0.93
Code-Red 1.39 -0.92 0.98

Table 6.2: Parameters for the approximation otweedata
sets using a power functional form

4 In the IPv4 protocol currently used on the Intereach IP address has 32 bits. A subnet witkbi network prefix
(usually denoted asri)) refers to the firsh bits of the IP addresses from this subnet arel fatel this subnet can use up
to 252" |P addresses.

15 Number of unique IP addresses

18 Number of unique ASes
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For a>1, a power curve functional forn(a) =h, a%is used to approximate the

distribution of the attack frequency. These tworagipated power curves will be used to
calibrateF(a) in later analyses. Table 6.2 shows the estimatednmeters for the power

curve fits.

6.2.2 BANDWIDTH SAVING AND ROUTER OVERHEAD
In (2.a) and (2.b), the number of filté#gG) and the transport distance saB¥®k)
are topology dependent factors for estimating ther foverheadR and the bandwidth
savingW, respectively. In order to estimd@andW, H(G) andD(G) are calculated using
backbone network maps from (BW 2001). Each mapritbesca core network topology
connecting North America cities for a backbone IBife detail description of these maps

is in Chapter 5.

Both H(G) andD(G) are calculated based on two attack scenariosnglessource
attack, and 2) distributed source attack. One n®delected as the attack victim in both
scenarios. In a single source attack, one anothe i selected as the attack source. In a
distributed source attack, 10% of distinct nodessmlected as attack sources. The mean,
maximum, minimum and standard deviatiortb&ndD are calculated by permutations of
nodes in each network. The algorithms are detanl¢de Chapter 4. Appendix 6.A shows
the average values BfandH for the two attack scenarios using the AT&T nekvdihese

values will be used in the following sections.
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6.2.3 PARAMETERS FOR THE BASE SCENARIO

The section describes a base scenario using tHeematical models proposed in
Section 6.1. Public available data is collecteddlibrate the parameters in the models. In
the subsequent sections, the parameters for thelrandlysis are set to the values in the
base scenario unless they are otherwise spedifetdiork providers can utilize the models
to estimate their benefits and costs based on preprietary data for a more precise
estimation. This analysis aims at drawing a baselor the benefits and the costs of
providing defenses against DDOS. This base sceassiames a TCP SYN attack launched
at an average packet rate based on data obsepradsingle attack source. Destination
filtering is deployed to monitor the inbound traffo subscribers (victims of attacks). In the
base scenario, the unit bandwidth cost is equaintbfilter overhead because this case
assumes that the overhead imposed by filtering ckepas equal to the overhead of

forwarding a packet.

Table 6.3 is a list of the parameters used in #s Iscenario. This chapter uses the
same AT&T backbone network topology as the onéénQ@hapter 5 to construct the base

scenario.
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Category  Notation Base Description
value
Unit cost M 2800 Number of subscribers to network connectionice The number of business subscribers for dRsport is estimated
from its market share. The estimated market slsat8% and 3.5% for AT&T and Cable & Wireless respety. Cable
& Wireless reported the number of business subsxgils 950. Hence, the estimated number of buskédsscribers for
the AT& T in 2000 is 950*10%/3.5%~2800 (BW2001).
Co $945  Operation cost per subscriber. The operation sosstimated based on current AT&T security servid@&T charges
/month  a $945 recurring monthly fee for security serviges three-year contract. The recurring monthly ifeudes Tunnel
Server, 24x7 management and maintenance, helpsdeglort, client software, and 4 hour time to respdiBW 2001).
G $85,025 Unit economic cost of performance overhead. Esethaased on OC3 155Mbps leased line access poiceAT &T on
/month  Jan. 2001.
Cw $85,025 Unit economic benefit of bandwidth saving. Estindabesed on OC3 155Mbps leased line access price AD&T on
/month  Jan. 2001
Network H(G) 1 Number of edges monitored by filteksandD are set at the value that dynamic filters areyaigd at 7 hops away from
topology the victim network (at the border of the network).
D(G) 7 Distance between filters and the victim networks
Defense q 1 Performance efficiency (in range [0,1]). The lizste for legitimate traffic arrival ratio.
fa 0.99 Attack traffic filtering rate (in range [0,1])
L(q) $4,080 Expected loss of an attack. In (CSI 2002), the neploaverage losses from denial of service forrapamy annually is
fattack  $122,389 in 2001. Assume the number of attacksiifonmly distributed among 12 months. The averagmloer of
attacks is 2.5 from analysis in Section 6.2.1. &kgected loss reduced by filters per attack = 88%(12*2.5)~%$4,080.
L 30% Link utilization of the edge monitored by fitte The link utilization is 20%-35% and 20%-70%tivo OC-3 links in a
backbone link monitor project described in (Papawggeki, Moon et al. 2002). 30% is the medium estiomat
Attack A 60Mb  Attack magnitude. It is estimated by 1500 packetgeeond (pps) and 40 bytes per packet. An attaitk 00 pps is
/second enough to compromise a firewall. In the trace aredyin (Moore, Voelker et al. 2001), 20% of albak events had an
estimated packet 1500 pps or higher. Minimum TCé&kegiasize which carries TCP acknowledgement bupaydoad
(McCreary, Claffy et al. 2000).
T 10 Duration of an attack. In the trace analyzed in ¢k&o Voelker et al. 2001), 20% of attack$ minutes, 50% of attacks
minutes < 10 minutes, and 90% of attackd hour.
S 1 Number of attack sources.
F(a) Cumulative distribution of the attack frequencg’ ‘denotes the frequencies of attacks. The DDOS s#dtes used for

the base scenario.

Table 6.3: Parameter setting for the base scenario
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6.3 DESTINATION FILTERING
When destination filtering is deployed, the clotie filter can be to the attack
source, the more benefit both the provider andsthescriber will have. Figure 6.2 shows
that both the provider's benefit and the subscsibbenefit increases when the filter
locatiort’ is closer to the attack source. The provider gdiom the increase of the
bandwidth saving because attack traffic has bdtameiil out before it is transported. The
subscribers also benefit from an increase of thaitguof the service. That is, more

legitimate traffic to the victim can bypass théefis.

This result is more significant when the packee rat an attack is larger than
500pps. A TCP SYN attack with 500 pps is sufficienbverwhelm a server. As observed
in (Moore, Voelker et al. 2001), 46% of attacks larger than 500pps. For a provider, the
benefit is more significant when the packet ratiiger than 500pps. In Figure 6.3, when
the filter location is further away from the victinetwork, the benefit-cost ratio per service

increases significantly when the packet rate dittack increases.

17 Attack upstream means the filter is set at one Uqugiream of the network that originates attackstind upstream
means the filter is set at the access router toithien’s network. Hopn means the filter is set tohops upstream from
the access router of the victim's network. For ep@mhop 1 means that the filter is set one hopregs from the
access router of the victim’s network.
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6.4 SOURCE FILTERING

This section discusses the benefit-cost ratio gerice for source filtering. Source
filtering refers to the defenses that are deploiednonitor the outbound traffic of a
subscriber in order to prevent the subscriber fooiginating attacks. The baseline scenario
uses destination filtering, which means the defensehanisms are deployed to monitor
the inbound traffic of a subscriber in order toverg the subscriber from being attacked

(Chapter 3 has detail description of these twogcates).

Instead of being attack victims, the networks ehesubscribers may be exploited
by attackers to launch attacks. There are thresilpesncentives that these subscribers
may consider the service of DDOS defenses to ptdkieir networks being exploited. 1)
These subscribers need to maintain the accessitiltheir users. The legitimate traffic in
their networks is blacklisted as well as the attaaKic if the victims filter out all traffic
from their networks that originate attacks. 2) Thssbscribers may want to avoid liability
from being an originator of attacks. Although thexeo court case directly pertaining to
DDOS at this point, assigning liability to attackusces based on contributory negligence
(Kabay 2001) has been promoted as a way to crazgatives for source filtering. 3) These
subscribers are concerned about their reputatiar. éxample, it could be very
embarrassing for high-profile companies such a&dan security consulting firms to be

exploited as attack sources.
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The Code-Red data set is used to estimate the dtegriency. Figure 6.4 shows

the benefit-cost ratio per service and Figure 6&as the percentage of subscribers that

subscribe to DDOS defenses. These two figuresstiraaged for both source filtering (the

Code-Red data set) and destination filtering (208 data set) with varying level of

expected loss from an attack. This analysis hafotlesving implications:

1)

2)

The provider is better off providing source filtegithan destination filtering when the
packet rate of an attack is higher than a threshiol&igure 6.49; for the Code-Red

data set is higher tha@na for the DDOS data set when the packet rate excEz@j5ps.

Even when the expected loss of attack sourceslysléf of the victims’ losses, most
attacks can be stopped at sources if source riiffesi deployed to monitor the subnets
that are more likely to originate attacks. From @w@le-Red data set, 90% of attacks
originate from 8% of networks. If these 8% of sulmrs would subscribe to source
filtering, 90% of attacks could be stopped at therses. In Figure 6.5, this situation
occurs when the expected loss of originating astéslonly 1% of the expected loss of
the victims. This result implies that a policy isedled to impose a cost on subscribers
that originate attacks. Once they suffer from thesés due to originating attacks, they

would adopt source filtering and the number ofci$avould be reduced.

6.5 NETWORK CAPACITY

When the provider's network is capacity constrajridtgring out attacks that have

high packet rates closer their sources would retheéurst traffic on the congested links.

In this case, the bandwidth cost is higher tharfitteg overhead since the provider has to

expand the capacity for the increased traffic. Phavision of DDOS defenses is more
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beneficial for the provider because they can avbél capital investment for expanding
capacity. Figure 6.6 shows the benefit-cost ratweaases when{C, increases for both

data sets. Since attacks cause only burst traffing a short period of time, expanding the
link capacity may induce excess capacity for thgylterm. In addition, if attackers intend
to cause burst traffic, they can generate attadkts imcreasingly higher packet rates as
capacity is expanded. Deploying filters to prewetttack traffic from consuming capacity is

better than expanding capacity for the long-term.
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Figure 6.6: The impact of bandwidth cost/filter dwead cost

In addition, when the capacity is more constraitieel source filtering is better than
the destination filtering ({C; > 0.1), as shown in Figure 6.6. This result ingplibat
filtering based on destinations of attacks is betten filtering based on sources when the
filtering is taking place on core routers where ¢benputational overhead from filtering is

a large burden (¢C, < 0.1).
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6.6 DISTRIBUTED SOURCE ATTACKS

In a distributed source attack, a network providerot better off providing source
filtering than providing destination filtering. Figure 6.7, when the packet rate < 3000pps,
0, for the Code-Red data set is smaller thafor the DDOS data set. When the packet
rate > 3000pps, the difference &@f between the two data sets is much smaller thamn it

during a single source attack.
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Benefit-cost ratio per service (8,)
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1.E-03

Packet rate of the attack to the victim (pps)

Figure 6.7: Single source attacks vs distributed®
attacks for the two data sets

This result implies that the benefit-cost rationfrgource filtering decreases more
significantly when attack sources are more disteuThis reason for the result is that, for
a given packet rate of an attack received by tbnvj the packet rate sent from each attack
source when the attack is distributed is less tharpacket rate sent from a single source
when the attack is from one source. The benefit+edi® decreases because the bandwidth

saving for each attack source decreases duringtabdied source attack. At the same
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time, the bandwidth saving for the provider thahreects to victims decreases less

significantly because the attack traffic aggregatiesn it is closer to the victim.

6.7 NETWORK TOPOLOGY

No two providers have the same network topologya letwork provider has a
topology that is different from the AT&T topologged by the base scenario, two variables

in the benefit-cost ratio vary. They are: 1) ttansport distance for attack traffid)(and 2)
the number of filtersH) needed to cut off attack traffic. Table 6.4 ligts variation of%
for 36 backbone network maps. Figure 6.8 plotsvir@ation of the benefit-cost ratio per

attack bounded by the variation% listed in Table 6.4.

Although the benefit-cost ratio varies, the resfutien both Section 6.5 and Section
6.6 hold when network topology changes. In Figu8sd for the Code-Red data set is still
larger thand; for the DDOS data set at a certain packet rat@nahittack. There are two
constraints by the network topology added to tbsult. 1) On average, difference between
the packet rate fab, from the Code-Red data and the packet ratéférom the DDOS
data (in this case, 500pps) for the group of tagiemis larger overall than for the AT&T
network topology used in the previous section. 12¢ Variation of the benefit-cost ratio is
larger in source filtering than in destinationéfiing. In Figure 6.8, the variation &f for

the Code-Red data is larger tiarfor the DDOS data.

What are the properties of a network topology tizatse the variation? Table 6.5

lists the correlation of the averagﬁe to several network measures that describe the
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topology of the network. Among various measuregraye path length has the highest
positive correlation to the averaqgln either single source attacks or in the distedut

source attacks. The number of nodes in a netwoek tha second highest positive
correlation, and density has the highest negatoreelation. This result implies that a
network that has more nodes and a longer path (loamnectivity) would have a higher

benefit-cost ratio. Such a network would benefitenfioom source filtering.

Attack Standard

sources Maximum Mean Minimum deviation
Single source 15.20 2.54 0.12 1.47
Distributed

sources 19.95 2.74 0.30 0.76

Table 6.4:% calculated from 36 backbone networks

Average
Number Density shortespath Clustering Degree
Attack source of nodes 18 length  coefficient® centralizatioA’
Single source attacks 0.66 -0.62 0.96 -0.54 -0.48
Distributed source attacks 0.71 -0.67 0.98 -0.55 -0.53

Table 6.5: Correlation between the avera%e(as well as the benefit-

cost ratio per attack) and the network measurealf@6 topologies

18 Density measures the connectivity of a networkichviis defined as the number of edges of a netdivikled by the
largest possible number of edges of this networagd®rman and Faust 1994).

19 Clustering coefficient measures the cliquishnéssmetwork. Node clustering coefficient is defirasithe connectivity
of the neighbors of a node. Clustering coefficisrthe average of node clustering coefficients revork (Watts and
Strogatz 1998)

20 Degree centralization measures the differenceth@fconnectivity among nodes, which takes the geeaf the
difference of individual node connectivity and theerage node connectivity (Wasserman and Faus).1994
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6.8 PRICING STRATEGY

In the base scenario, a flat rate pricing schemasssimed for the service. The
advantage of the flat rate pricing scheme is thatrtetwork provider does not need an
accounting mechanism for the number of attacks. é¥ew under such a scheme, the
provider still needs to have an idea about theibligton of the attack frequency to/from
their subscribers. This section discusses a sinsgileation by relaxing the assumption of

the flat rate pricing scheme.

This section discusses a different pricing schesieguthe benefit-cost ratio per
attack §,). &, represents how much benefit over cost that ami@Rd obtain purely based
on the nature of a defense, the nature of attaaftslee topology of the network without
considering the payment and the fixed cost froni esabscriber. There are two situations

when a provider needs to consider this ratio. 19 ptovider would like to provide the
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service for free in order to attract more subscsilte the IP transport service they offer. As
long as the additional benefit from additional suiters of the IP transport service could
cover the fixed cost, the provider should consigeaviding DDOS defenses. 2) The

provider charges the subscribers for only the figest per subscriber so that they do not

need to know the distribution of the attack freaquyen

Figure 6.9 and Figure 6.10 compd¥reand d, for the DDOS and the Code-Red
data, respectively. There are two implications fitbie analysis. 1) For destination filtering
(Figure 6.9 based), providing the service for feemore beneficial when the packet rate of
an attack exceeds a threshold. This threshold (ibfap attack upstream and 14000pps for
hopl) is lower when the filter location is closerthe attack source. As long as the fixed
cost per subscriber can be covered from other cemryithe additional benefit that the
provider obtains by offering free DDOS defenseargiér than the loss of from the service
when the packet rate of an attack is higher thanthineshold. 2) For source filtering
(Figure 6.10a), the flat rate pricing scheme hasstime benefit-cost ratio as the service
provided for free if the fixed cost is covered frater services. As in Figure 6.18,and
O, are approximately equal across all packet rates.réason for this is that the number of
attack frequency is very large in this case sottiabenefit per attack is much larger than

the benefit from subscription charge. In this cHsejmpact of the price is negligible.
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6.9 MONOPOLY MARKET

In the base scenario, the price for providing DDdefnses is determined based on
the competitive market assumption, in which eggatsubscribers’ demand and the
marginal cost of providing the service sets theegriHowever, at the initial stage of
deployment for providing automatic defenses on agtwouters against DDOS attacks,
only a few providers are capable of providing thevige. In the short term, the providers
are able to set the price based on the utilityghbscribers receive from the service. Under
such conditions, the competitive market assumpti@y not be true. To describe the
service provision in the short term where only & feroviders would provide the service,

this section discusses the benefit-cost ratio basgde monopoly market assumption.

Only a few subscribers suffering a large numbeattzfcks will be willing to subscribe

to the service if the provider sets a flat rategiffor all subscribers to maximize its profit
(let p° =K(n)gL and maximizeTP). The reason is that the flat rate price will le¢ ®

attract high profile subscribers because they atingvto pay more for the frequent
attacks. Under such a flat rate price, most subsiriare not willing to pay for the service.

This situation is not beneficial for the overaltgsty of the infrastructure.

For majority of subscribers, an alternative pricgapeme should be provided under the
monopoly market. A possible pricing scheme is targh subscribers differently based on
their individual utility from the service (as equaat 1.a). However, the individual utility of
the service could be hard to calculate. An altéreas to differentiate the service to several

versions for subscribers who have different expkdtess. Digital product vertical
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differentiation has been studied in (Bhargava amdu@hary 2001). Further study on

versioning services for providing DDOS defenseshmadrawn.

Figure 6.11 compares two situations. They are &)flat rate pricing scheme
(assumed in the base scenario) in the competitikeh and 2) the differential pricing
scheme for individual subscribers (described abame}he monopoly market. The
differential pricing considers an extreme case thatprovider can price the subscribers
based on their individual utility, which is determad by their expected loss and the attack
frequency, the benefit-cost ratio increases whereipected loss of a subscriber increases.
In particular, when the expected loss increasemés of the current level, the benefit
cost-ratio is approximately constant across alkgacates. As in Figure 6.12, the Code-
Red data shows similar results. This situationossile in reality. Some subscribers may
have higher expected losses than other subschismause of the online services they
provide. For example, an attack on Yahoo or eBay imgpose a higher economic cost
than an attack on a web site that does not prodmmmerce. Empirical studies
(Cavusoglu, Mishra, et al. 2002)(Ettredge and Rutéan 2002) have found evidence to
support that the stock price of E-commerce firntgodnore significantly than conventional

firms once a security break is announced.
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6.10 CONCLUSIONS

At this point, none of the automatic defenses ajdMdOS have been provided as
a service because economic incentives for providinth a service are not clear and the
technical uncertainty is not well analyzed. The Esapter provided an analysis on the
technical uncertainty. This chapter clarifies trmremic incentives for providing the

service.

To introduce the new service for their subscribeesyork providers need to ensure
that the operational profit in the long term wouldtify their capital investment. This
chapter has found several reasons to expect thatpdrational benefit will be higher than
the operational cost of the service. First, atiiteal stage when few providers are able to
deploy the service (monopoly market assumptior, phoviders should implement a
differential pricing scheme. By doing this, theader can benefit from the different levels
of expected loss experienced by subscribers anmd the different levels of the attack
frequency. Secondly, when more and more providegsahle to provide the service
(competitive market assumption), no single providan benefit from the differential
pricing since subscribers can have more choicesnlitghing to another provider. In this

case, three implications can be drawn from theyaisain this chapter:

1) Setting the filter location closer to the attackirse is more beneficial than closer to
the victim network for both the subscribers and piheviders. This result is more

significant when the network of the provider is aeipy constrained.

2) Providing source filtering is better for a providean providing destination filtering

when most attacks to its subscribers are launchddgh packet rates and when
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subscribers that originate attacks suffer lossdteri@gy source filtering is more
beneficial than offering destination filtering sen¢he probability of originating
attacks is higher than the probability of beinge@lted. This result is true even when

the loss to originating networks is only 1% of éxpected loss of attack victims.

3) Source filtering is more beneficial when the netwoir the provider is less connected

and has a long average path length.

4) The provider is better off providing the destinatifiitering service for free if the
fixed cost per subscribers can be recovered froen atiditional income from

additional subscribers to network transport ses/inea competitive market.

This chapter shows that the service provision of(d3Ddefenses can bring
economic benefits to providers with an appropnieing strategy, some investigation into
the expected loss of subscribers, and knowledggemoverall risk level of attacks. This
chapter discusses the provision of DDOS defensssctn trace attacks to their sources
within the administrative domain of one network \pder. Chapter 7 will discuss the
cooperation among multiple network providers whitacis can be traced across different
administrative domains. As discussed in Chapteh@,deployment of DDOS defenses
needs the cooperation of multiple ISPs when atteafkic is transported across multiple
administrative domains. The next chapter will deschow the cooperation of multiple ISPs

would influence the economic incentives of the merprovision.
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Appendix 6.A

Distributed sources
Filter Single source (10% nodes)
location| q H D q H D

0 0.50| 0.0 0.0| 0.50 0 0
1 0.51 1.1 1.0| 0.51 2.9 5.7
2 0.52 1.6 19| 051 47 10P
3 0.67 2.2 29| 0.54 6.3 15p
4 0.78| 2.5 3.8| 0.62 7.3 19
5 0.91 2.2 48| 0.73 7.7 23
6 0.98 1.6 57| 0.79 7.2 25
7 0.99 1.0 6.7| 0.80 6.8 27.4

Table 6.6: Values ai, H andD for destination filtering in
the AT&T network
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Chapter 7 AN ANALYSIS ON THE COOPERATION OF
PROVIDING DDOS DEFENSES

The last chapter investigates the economic incestdf Internet Service Providers
(ISPs) for providing DDOS defenses when the attaeksbe traced to sources within the
administrative domain of one ISP. The cooperatiorag ISPs is needed in order to
improve the performance efficiency of DDOS defensten the attacks are originated
from sources that are located in a different adstigziive domain from the victims. There
are two reasons why cooperation is needed. Foepearation would help the downstream
ISPs (whose networks contain the victims) to digtish attack traffic from legitimate
traffic since the upstream ISPs (whose networksanothe attack sources) are closer to the
attack sources when the source addresses of #uo& atickets are forged (as discussed in
Chapter 2). Secondly, cooperation would help trfibut attack traffic closer to their
sources. If the upstream ISPs can detect and &ittacks before they are transported, the

number of attacks that the victims suffer can loleiced more efficiently.

Although the decisions of the upstream ISPs wouoftuence the performance
efficiency of the defenses provided by the dowiastréSPs, the upstream ISPs may not be
willing to cooperate since they are not the ditaggets of the attacks. For this reason, from
ISPs’ perspective, it is important to investigateler what circumstances they would have

an economic incentive to cooperate with othersfdoilitating DDOS defenses. From a
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public policy perspective, it is necessary to knlegw cooperation among ISPs would
influence the network security of the Internet camity as a whole. The goal of this
chapter is to investigate the economic incentifdSBs on cooperation to provide DDOS
defenses. More importantly, the chapter will discughat types of policies are needed in

order to make cooperation possible.

The next section describes three possible typesogperation based on current
technology. Section 7.2 provides an analytical rhéalenvestigate the problem. Section
7.3 describes empirical data for the estimationthef model parameters. Section 7.4
provides the results from the analytical model gistihe empirical data. Section 7.5
gualitatively discusses the public policy implicais of the results. Section 7.6 provides

conclusions and recommendations.

7.1 THE TYPES OF THE COOPERATION

The type of cooperation that facilitates DDOS dsésndepends on the technology
that the network provider chooses. This sectiontities three types of cooperation needed

for the current technologies.

1. Cooperative attack filtering

In cooperative attack filtering, the upstream I1SBisis both the tracing and the
filtering of the attacks to the victims. In Figurfel, ISP 2 (the downstream ISP) is able to
trace back to the attack sources with the cooperafi ISP 1 (the upstream ISP), and ISP 1
places an attack response (filters) at the upstreaters of the attack sources. Automatic

mechanisms such as Pushback (Mahajan, Bellovird. é&081; loannidis and Bellovin
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2002) are designed to achieve this purpose, whiclescribed in Chapter 3. This method

needs the upstream ISP to configure their routegrattack tracing and filtering.

Cooperative attack filtering has two impacts on #evice provision. First,
cooperation improves the performance efficiencydefense services provided by the
downstream ISP to its subscribers. Since filteessmt closer to their sources, the attack
traffic and the legitimate traffic originated frothe upstream ISP can be distinguished
more effectively. Secondly, the downstream ISP lmamnegarded as one of the subscribers
of the upstream ISP. The benefit-cost ratio fowvgliag the service can be quantified by
the same model as the one in Chapter 6. In thissimtite service provision imposes the

filter overhead and saves bandwidth for the upstri&P.

Attack
filtering
Attack traffic |

—_ |
I Trace bac Trace bac _
Subscriber 2

Subscriber 1 1 <€====- L DLl G Grunnn P Gnunnn el
Attack victims
(Attack sourcesy ¢ ~—— o-®-o ( )
| | | |
ISP1’s network ISP2’s network

Figure 7.1: An illustration of cooperative attadkefing

2. Cooperative attack detection

In cooperative attack detection, the upstream &#si@ only the attack detection
but does not conduct attack filtering. In Figur2, vhen subscriber 1 (in ISP 1's network)
originates attacks to subscriber 2 (in ISP 2's pét)y the attack responses are deployed in
ISP 2's network. In this case, the upstream ISHstasattack detection by inserting

additional information in packets or keeps logspatkets. The false positive rate of
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distinguishing attacks is reduced because of thistasce of the upstream ISP. Methods
such as preferential filtering (Sung and Xu 2082)hreshold filtering (Yaar, Perrig et al.

2003)insert marks in packets for later attack detectitesh-based IP traceback (Snoeren,
Partridge et al. 2001, 2002) leaves traces of paake routers for later tracing. Chapter 3

has a detail description on these methods.

Cooperative attack detection has two impacts osénéce provision. First, similar
to cooperative attack filtering, cooperative attatection improves the performance
efficiency of the defenses provided by downstre&isl Secondly, the upstream ISPs do
not have the benefit from the bandwidth saving beedahe cooperation does not filter out

attack traffic at upstream routers.

Attack
filtering
) Attack traffic !
Subscriber 1 R Subscriber 2

|
(Attack SOUICe g - >— o (Attack victims)
................ LR
]

| | |
ISP1’'s network ISP2’s network

Figure 7.2: An illustration of cooperative attackteltion

3. Source filtering

As discussed in Chapter 6, source filtering ocedren the upstream ISP monitors
the outbound traffic for attacks sent from its swmibers to others and charges its own
subscribers for the service. Since the attackéileerred out at the sources before it is sent
out to the downstream subscribers, this type ofperaiion decreases the observable

number of attacks at downstream ISPs. Current tdabies for source filtering have been
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discussed in Chapter 3. Since the provision of caodittering has been discussed in

Chapter 6, this chapter will not further analyzarse filtering.

7.2 THE ANALYTICAL MODEL

The chapter provides an analytical model to ingasti under what circumstances
would an ISP decide to cooperate for providing DDdefnses. The benefit and the cost
for the service provision are quantified in the saway as in Chapter 6. The functional
form for the decisions of multiple ISPs for coopiera is derived from Critical Mass
Theory (Oliver, Marwell, et. al. 1985; Marwell a@liver 1993), which has been used to

quantify the provision of public gootsy multiple players.

As discussed in Section 7.1, in either cooperadittack filtering or cooperative
attack detection, the effort of cooperation by thgstream ISPs contributes to the
performance efficiency of the defenses providedhsy downstream ISP. This property
meets the concept of public goods (Samuelson 18a)ic goods refer to the goods that
are non-excludable and non-rivalry. “Non-excludabieans the provision of the goods by
one individual cannot be withheld from the consuamptof any other people. “Non-
rivalry” means the consumption of the goods by iodé/idual does not reduce the benefit
of the goods to any other individual. For examfitgaries are public goods. In the DDOS
defenses, the upstream ISP cannot exclude otharsti@am ISPs from having the benefit
of the DDOS defenses. In addition, the benefithef apstream ISP or other downstream
ISPs does not change even if other downstream ag&Pbenefiting from cooperation. In

this problem, the public good is the availabilitiyloternet communication. Theoretical

21 public goods were called “collective goods” in driginal papers.
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analyses using public goods theory have been ctewloo understanding the provision of

system reliability (Varian 2002).

7.2.1 THE MODEL

Suppose that the self-interest of an ISP is to miae its total profit. By revising
the model in Chapter 6, ISP total profit TR, is the total benefit minus the total cost of

operating the service. The decision problem forilSP

Max TR = B (P(@)) ~C,(X)) (1.a).

P(a) =¢a° (1.b).

q= jzr:l[a,-x,-] (1.0).

B,C, 20 qPO[0,1] 521 a, 0[0,1]; X, = 0L j ={L...,i,...,m} (1.d).

This model is an extension of the model provide@lvapter 6. All the assumptions
and variables discussed in Chapter 6 are impligittjuded in the model discussed here.
The difference is that this model considers theityuaf the defense determined by the
decisions of all ISPs regarding cooperation. Assgntinat the attack is transported across
different administrative domains, b andC; vary based on the decision on whether to

cooperate by the ISP and its interconnected ISPs.

The additional uncertainty discussed in this chafgdhe decision of an ISP to
cooperate with others. Assuming that there aneISPs on the Internet, then

j={L...i,...m}. Let X; denotes ISRH’s decision.X; is a binary variable in which “1”
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means to cooperate and “0” means not to coopedfatea particular ISP, the decision

problem is to decide if it will cooperat¥€1) or it will not cooperateX=0).

The costC; represents the cost of ISR provide the service, which is assumed to
be an increasing function ov&y. The benefiB; represents the benefit to ISR} denotes
the quality of the defense. This parameter indecéte influence of all ISP’s decisions on
the legitimate traffic that a subscriber can reeeluring attacksy is assumed to be a linear
combination ofX.. The weight parametes; denotes how much influence of an ISP’s
decision has on the quality of the defense. Thke szErametes denotes the proportional
relationship ofg to how much the subscribers would like to pay thoe service. For
example,s=1 refers to what subscribers would like to pay medirly proportional to the

quality of the defense, as assumed by (1.a) in t€hép

If the attack sources and the victims are in theesadministrative domain of an
ISP, the total benefi8; and the total cosTi is the same as calculated in Chapter 6. This

case is a degenerated form of (1.a)-(1.d), in wakeh anda=0, [/} Z1.

7.2.2 THE SOLUTION AND THE BENEFIT -COST RATIO

Assume that an ISP will cooperate only when ital tptofit from the cooperation is

larger than its total profit without the cooperatid@he condition for an ISP to cooperate is:

X, =1if B(P(a, + 3 a;X,))=C/(X, =D)>B,(P( ¥ a;X}))~C (X, =0)
j#i,j=1 j#i,j=1

).
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Assuming that ISPs that decide not to provide sesvican only choose not to

cooperate. Based on this reason, bBtfP( i a;X,;)) and C,(X; = 0) are equal to
j#i,j=1

zero. Thus, the solution for (1.a)-(1.d) is:

B(P(a,+ ¥ a,X,)

=J1 if 2= >1
Xi= C.(X, =1) ®).

0 otherwise

Equation 3 can be interpreted as “an IS®ould decide to cooperate when a
number of others decide to cooperate such thabémefit is larger than the cost for
providing the defense”. Led denotes the benefit-cost ratio of the serviceafoSP to

cooperate, which is defined as:

B(P(a,+ ¥ a,X,)

ety o

An ISP will cooperate wheid >1. Whether or no® is larger than 1 depends

on the decisions of othersX() and the distribution of the weight parameters)(of

the ones who decide to cooperate.

7.2.3 CRITICAL MASS FOR THE COOPERATION

From (1.c),q is determined by the weights of the ISPs thatd#etd cooperate. If
ISPs who decides to cooperate have diverse wemhtsjes for each combination of ISPs
who cooperate. To simplify the discussion, the tdragliscusses a strategy that an ISP can

choose with whom to cooperate based on the rarikeoiveights on their decisions. The
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purpose of this strategy is to find the minimal memof ISPs that cooperate such that

o0>1.

Let a; be an ordered sequence of the weight on ISPssidasi “Topn ISP” refers

to the weights of tha ISPs’ decisions ranked topin the ordered sequence. In this case,

can be interpreted as a cumulative value of thenttgPs’ weights, which is formatted as

q= i[ajxj]. At some point ofh, the benefit is larger than the cost for providthg
=1

service. Once the top ISPs cooperate to provide DDOS defenses, othefidens will
decide to provide the service as well since thestitefor providing the service is larger

than the cost. This situation is referred as thiear mass for cooperation.

7.3 DATA ANALYSIS

This section describes two data sets used to dstitma distribution of the weights

on ISPs’ decisiorz, . These two data sets are the Code-Red data set¢N0601) and the

Route-View data set (Huston 2003), which are usedstimate the distribution of the
weights for cooperative attack filtering and co@piee attack detection, respectively. Both
data sets are presented as the distribution acroléiple Autonomous Systems (ASes). An
Autonomous System (AS) is an administrative doroéie Internet. Although sometimes
an AS does not directly map to one ISP, it is reable to use it here because the purpose

IS to estimate cooperation of deploying DDOS defsraross administrative domains.

For cooperative attack filtering, the same Code-8ad described in Chapter 6 is
used to estimate the distribution of the weights IBRS’ decisions. This data is a

distribution of the attack sources from multiple &S Figure 7.3 shows the cumulative

- 145 -



ratio of attack sources for the topASes based on the Code-Red data set. The Code-Red
data is used because the decision of an AS thginates more attacks has a higher
influence on the performance efficiency than theisien of an AS that originates fewer
attacks. The cooperation decision of the formetdassist the downstream AS in filtering

attacks closer to their sources.

For cooperative attack detection, the Route-Viewada used to estimate the
distribution of the weights on ISPs’ decisions.sltiata is a distribution of the reachable IP
addresses from multiple ASes. . Figure 7.4 showsctimulative ratio of reachable IP
addresses for tapASes. The data set is analyzed by the CIDR répiuston 2003) based
on the data collected by the Route Views préfeict University of Oregon. The Route-
View data is used because the decision of an ASh#samore reachable IP addresses has a
higher influence on the performance efficiency thiaem decision of an AS that has less
reachable IP addresses. The estimation is basdtieoassumption that more network
traffic is sent out from an AS with a larger reduledP address range. The more legitimate
traffic that an AS originates, the more legitimptekets will be marked or logged within

its administrative domain if it decides to cooperat

22 The Route View project is funded by Sprint and @ISsystems, which collects Internet routes baseB®R routing
tables. The detail description is availabléth://www.antc.uoregon.edu/route-viewshe data set used here is collected
on April 25, 2003. There are 15269 ASes in theingutystem at this point.
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Figure 7.3: The distribution from the Code-Red data
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7.4 NUMERICAL RESULTS

To illustrate the analytical results in Section, ks section uses the empirical data
discussed in the last section to estimate the imgddS&Ps’ decisions about cooperation on
the benefit-cost ratio. Both the flat rate pricedheme and the differential pricing scheme

discussed in Chapter 6 are analyzed here for casopar

7.4.1 COOPERATIVE ATTACK FILTERING

The number of ISPs who decide to cooperate is & semsitive variable when the
service is provided with differential pricing rathtban flat rate pricing. In Figure 7.5, the
benefit-cost ratio for differential pricing incresswithn while the benefit-cost ratio is a
constant in flat rate pricing. Under differentialgng, the prices for the service is charged
based on the utility of the subscribers, whichragpprtional to the quality of the defenge

g is determined by the decisions of ISPs, as dexstiib(1.c).

The implication of this analysis is that the diffetial pricing scheme is needed at
the initial stage of the service provision. Whew fgroviders provide DDOS defenses,
these providers are able to charge subscribetbdoguality of the defense. The additional
benefit obtained from the improvement in the perfance efficiency of the defense is an
incentive for providers to cooperate on attaclefiitig. After more and more providers join
in cooperative attack filtering, the benefit-costioc does not vary with the quality of the
defense if the flat rate pricing is imposed in ttmmpetitive market. Nevertheless, the
quality of the defense has already improved becthatemost providers will provide the

defense.
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For the critical mass where the benefit-cost raidarger than 1, the minimal
number of ASes needed increases with the scalenptees under the differential pricing
scheme. In Figure 7.6, only the top AS is needednvthe subscribers’ willingness to pay
is linearly proportional to the quality of the de$e. However, the proportional relationship
could be nonlinear when subscribers value defehs¢svould provide higher performance
efficiency to the legitimate clients. In this casgp 5 ASes are needed fe&x2, and top

2000 ASes are needed for an extreme casethao.

7.4.2 COOPERATIVE ATTACK DETECTION

For cooperative attack detection, the results hiaree differences from the results

for cooperative attack filtering:

1)  The benefit-cost ratio for the flat rate pricingppls significantly whem<10. The
result means that the flat rate pricing is notifdasvhen the majority of the ASes

have not deployed the defense. Figure 7.7 showsos.

2)  The number of ASes needed to create the criticaknsamore in this case at the
same value of the scale parameter. As in Figureonl8 the top AS is needed for
s=1, top 10 ASes needed ®r2, and top 4000 needed &100. This result occurs
because the distribution (the Route-View data) usedstimate the decisions of
ASes in this case is flatter. When subscribers evathore on the performance
efficiency to legitimate clients (such a&s2), the influence of a few ASes on
cooperative attack detection is not as much as #reyon cooperative attack

filtering.
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7.5 PUBLIC POLICY IMPLICATIONS

Although ISPs have economic incentives to coopemte providing DDOS
defenses once the critical mass for cooperatioaashed, several public policy initiatives
are necessary to initially facilitate cooperati@@ased on the analysis in the previous

section, this section discusses the public pohgylications below.

1) Widely deployment of the defenses without an apjatg strategy will make reaching
the critical mass for cooperation more difficuld generate the economic incentives for

cooperation, a strategy is needed to focus on catipe among highly influential ISPs.

For cooperative attack filtering, network providsr®uld first cooperate with those
who are more likely to originate attacks. In ortbegenerate a large packet rate of attacks,
attackers usually look for networks that host manprotected computers connecting to

23 such as university campus networks. Network pieng should cooperate

“big pipes
with the providers of those networks so that mdtacks can be traced and filtered. As
analyzed in Section 7.4.1, to achieve the criticabs for cooperative attack filtering, only

the top AS is needed for the linear case and {h& #Ses needed for the nonlinear case.

For cooperative attack detection, network provid#reuld cooperate with those
who have the largest IP address ranges first. Al/zed in Section 7.4.2, the top AS is
needed for the linear case and top 10 ASes is defedethe nonlinear case. A wide
deployment of this defense is not needed for géingrthe economic incentives unless the

subscribers would demand only the perfect solysoch as the case100).

2 A high bandwidth access to the Internet is usuzlied a “big pipe.”
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2) To create an incentive for cooperation, differdntiacing needs to be based on the

performance efficiency of the defense.

As analyzed in Section 7.4, the incentive for inwong the quality of the defense
exists only when the providers can price their sibsrs based on the performance
efficiency. Under such circumstances, ISPs woultpecate on the deployment of DDOS
defenses in order to improve the performance efiy. The policy here should focus on

encouraging the development of DDOS defenses toowethe performance efficiency,

3) Liability assignment is needed for creating inossgi of source filtering. Both
cooperative attack filtering and cooperative attaddtection facilitate liability

assignment.

As discussed in Chapter 6, liability assignmenttie networks that originate
attacks provides an incentive for subscribers bsatbe to source filtering. Since sources
of attacks are usually forged, either cooperatittack filtering or cooperative attack
detection is needed to identify the attack sour@peration is a driver to facilitate
liability assignment and the differential pricingheme discussed in the previous section
provides incentives for reaching the critical mé&sssuch cooperation. Before liability
assignment can take place, a policy should be deedlthat focuses on the creation of a
critical mass for cooperation so that networks Wwdle the incentive to identify attack

sources.
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7.6 CONCLUSIONS

The market mechanism is enough to sustain cooperatn deploying DDOS
defenses if providers can price their subscribaset on the performance efficiency of the
defenses. At the beginning of the service provisiwhen only a few ISPs have the
technology to offer the defenses (the monopoly etayrkSPs can determine the price of
the service based on how well the defense can gwoavailability of victims to the
legitimate clients. In this case, differential i is important to create an incentive for

cooperation.

In addition, any policy for creating the criticalass of cooperation in providing
DDOS defenses should focus on several highly inflak ISPs. For cooperative attack
filtering, these highly influential ISPs are theesrthat originate the most attacks. For the
cooperative attack detection, they are the ondsctiramect to the most legitimate clients.
The cooperation of several highly influential ISP€nough to create the critical mass for
cooperation. When more and more providers are tableoperate on the provision of

DDOS defenses, the quality of the defense will mupr
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Chapter 8 CONCLUSIONS

This dissertation investigates under what conditiaould ISPs have economic
incentives to provide DDOS defenses to their sulbsks and studies the service models for
providing the defenses and the public policies addd facilitate the provision of DDOS
defenses. To solve this problem, this dissertgimposes that ISPs provide defenses on
their network as security services to their substs. Security services, such as Virtual
Private Networks, have been provided by ISPs asrggtnetwork services to deal with the
secrecy of data transportation. In this case,ehaces that provide DDOS defenses ensure
the availability of the subscribers’ online sergicEhe focus will be on the DDOS defenses

that actively filter out ongoing attack traffic.

This dissertation analyzes how the side effectdefénses influence the provision
of the defenses and investigates the economic timesnfor the service provision. The
contributions of this dissertation are as followsrst, this dissertation categorizes the
current defenses that actively respond against DBtiEgks at network routers (Chapter
3). The service provision model is analyzed basethe performance efficiency of DDOS
defenses under various network topologies and wssettings in the technology (Chapter
5). This analysis establishes a technically feasdplproach for ISPs to provide the DDOS
defenses as services to their subscribers. Theetorincentives for ISPs to offer defense

services are then analyzed based on empirical @apter 6). Cooperation among
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multiple ISPs on providing the defenses is analyme@rms of two types of cooperation

(Chapter7).

This chapter is organized as follows. Section 8views the research problem in
more detail. Section 8.2 discusses assumptionstismeayhout the dissertation. Section 8.3
describes the recommendations for subscribers,, [&#5 public policy makers on the
provision of DDOS defenses to ensure a more secfrestructure. Section 8.4 discusses

the lessons learned and future research areas twadieid dissertation.

8.1 PROBLEM DESCRIPTION

There have been a number of proposals on how twot@ngoing DDOS attack
traffic automatically at network routers. At thisipt, most ISPs have not adopted these
automatic defenses although few ISPs, such UUNEINES2000), have developed tools
to trace and block DDOS traffic hop by hop manuallye lack of defense deployment is
due to two reasons: 1) Defenses have side effectegitimate traffic transportation.
Since attack detection algorithms in defenses lmavValse positive rate of identifying
attack traffic, in some occasions, legitimate tcaf$ regarded as the attack traffic and
therefore is filtered out as attack traffic. 2) $SRirrently cannot measure and evaluate the
economic incentives to provide defenses. Both dgued new defense technology and
deploying defenses require initial investment ia thfrastructure. In the current market,
the revenue that ISPs obtain from IP transporédining due to excess supply. ISPs need

economic incentives to initiate a new investmemtatwork defenses.

The provision of DDOS defenses involves both tetdgioal and economical

factors. Technically, the effectiveness of DDOSedeés depends on the false positives of
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the detection algorithms, the type of network toggl the type of attacks and whether all
ISPs are compliant in establishing defenses. Ecaadiyy once an ISP decides to deploy
the defenses on its network, the provision of #mwise is influenced by the cost of the
provision, the willingness to pay of the subscisband the cooperation of interconnected
ISPs. Since little is known about the interactiammong these factors, the service
provision model for deploying the defenses is stiltlear. This dissertation studies the
interactions among these factors to provide recamdiateons for subscribers, ISPs, and

policy makers in the deployment of defenses orrietanfrastructure in the future.

8.2 ASSUMPTIONS

For a better understanding of the limitations & #malyses, several assumptions
used throughout the dissertation are listed a®vigll The sensitivity analyses are in

individual chapters.

« The DDOS attacks saturate the network connectidrsulascribers to their

backbone networks or take down servers insidedhgank of the subscribers.

* Network subscribers would pay based on the utiétyeived from the defense.
The utility that a subscriber derives from DDOSetskes is the expected value

of losses that would be incurred from DDOS attacks.

* Providers would like to provide DDOS defenses teirttsubscribers if the

operational benefit is larger than the operaticoat.

e Statistical data about DDOS attacks to subscribBilSPs are hard to obtain

due to confidentiality and technical difficulty ofata collection. The DDOS
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data and the Code-Red data (Moore, Voelker et0@i1@Moore 2001) used in
this dissertation are the closest approximatiahégprobability of attacks using
publicly available data. However, using their prefary data, ISPs can adopt
the analytical model developed in this dissertatmestimate their benefit and
cost of providing defense services. The netwopolmgy data is that of ISPs

listed in (BW 2001), which is a simplified versioheach ISP’s actual network

topology.

8.3 RECOMMENDATIONS

The dissertation analyzes the benefits and thes aafsthe stakeholders in the
provisioning of DDOS defenses. The stakeholderkidecthe subscribers that originate
attacks (attack sources), the ISPs of the attankscas (upstream ISPs), the subscribers
that are victims of attacks (victims), and the 189Phe victims (downstream ISPs). This
section provides recommendations for these stafetrolhs well as public policy makers

based on evidence found in the dissertation.

8.3.1 RECOMMENDATIONS TO SUBSCRIBERS

Several recommendations are provided for netwobs@ibers when considering

the DDOS defenses.

1) Subscribers need to recognize the attack tolerainitesir online servers in order to
estimate the availability of their servers duririgaeks. Since none of the current
defenses can filter out attack traffic without pgsan impact on legitimate traffic,

network providers would be able to tune the defemsesed on the availability of
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2)

3)

the servers to meet the needs of the subscrilmeparticular, when the subscriber
has a capacity that is larger than the packetafatiee attack traffic, maintaining a
certain tolerance to attacks can minimize any awit dropping of the legitimate

traffic.

Subscribers should provide online services thatkser to where their clients are
located when DDOS defenses are implemented in tod®aaintain the availability
of the online service to legitimate clients. Foample, distributed content storage

systems can provide online content closer to legite clients.

Subscribers should implement defenses on the oodbaraffic of an access
network. The defenses will ensure the accessilmlitlegitimate clients to other
online services, which is better than having tleimi network filter out legitimate

traffic.

8.3.2 RECOMMENDATIONS TO PROVIDERS

To provide the defenses, ISPs need to consider thaegn issues: 1) service models

for dealing with the technological uncertainty iefehses, 2) economic incentives for
providing the services, and 3) incentives for coafien with other ISPs. These issues

are explained as follows.

8.3.2.1 Technological uncertainty

To provide DDOS defenses, ISPs should considefotieving recommendations

regarding technological uncertainty:
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1)  Network providers should design services that fanusdjusting the filtering rate
of the attack traffic to meet the needs of différeabscribers when providing
defenses which are congestion-based and are dyelmenforced. The filter
location and the filtering rate of attack traffi,eathe most sensitive variables for

such defenses.

2)  Network providers should design services that famughe false positive rate of
attack detection when providing defenses that aoenaly-based and are statically
enforced. The false positive rate of attack detads the most sensitive variable for

such defenses.

3) In order to improve the quality of the defenses nwiadtacks are distributed,
network providers should cooperate with highlyusfitial network providers. For
attack detection, they should cooperate with adstrative domains that have
largest reachable source IP addresses. For atteming, they should cooperate
with the ones that originate the most attacks. iBlesgcentives for cooperation
include the increase in the quality of the defese®ice, the increase in reputation
because conducting the best practice, and econogeatives for providing the

services.

8.3.2.2 Economic incentives

To introduce the new service for their subscribeesyork providers need to ensure
that the operational profit in the long term wouldtify their capital investment. This

dissertation has found several reasons to expaicthte operational benefits will be higher
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than the operational costs of the service. Hewre sequence of actions for a provider to

implement the services of DDOS defenses.

First, at the initial stage when few providers afgle to deploy the service
(monopoly market assumption), the provider shoulgpléement a differential pricing
scheme. By doing this, the provider can benefinfitbe different levels of expected loss
experienced by subscribers, from the different I&ew# the attack frequency, and the

different quality of defenses demanded.

Secondly, when more and more providers are ablgravide the service
(competitive market assumption), no single provicem benefit from differential pricing
since subscribers have more choices and can steitahother provider. In this case, the

providers should consider the following:

1)  Providers should set the filter location closethe attack source since it is more
beneficial for both the subscribers and the pragid€his result is more significant

when the network of the provider is capacity canséd.

2)  Providers should provide the destination filtersegvice for free if the fixed cost
per subscribers can be recovered from the additimtame from additional

subscribers to network transport services in a @ity market.

3)  Providers should provide source filtering whencsaare launched at high packet
rates and when subscribers that originate attadker $osses, such as losses due to
liability assignment. Offering source filtering mmore beneficial than offering

destination filtering since the probability of angting attacks is higher than the
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probability of being attacked. This result is texen when the loss to originating
networks is only 1% of the expected loss of attackms. Source filtering is also
more beneficial when the network of the provideless connected and has a long

average path length.

8.3.3 RECOMMENDATIONS TO POLICY MAKERS

The market mechanism is enough to sustain the gioovof DDOS defenses. To

facilitate cooperation among ISPs to reach a atititass for providing the DDOS defense

service, several recommendations are made forypolakers:

1)

2)

Policy makers should set up a program helping tidustry to acquire the
technologies that can detect and react againstkatraffic at sources. The
technologies for conducting source filtering at ssulbers’ network are still
underdeveloped. Even though ISPs would like to idmthe services to their
subscribers, the technologies are not ready atntliment. For example, Ingress
filtering may not be feasible in several situatifiRgrguson and Senie 1998; CISCO

2003).

Policy makers should provide capital incentives lioghly influential ISPs to
deploy the defenses once new DDOS defenses ataldgalCapital incentives are
necessary to initiate the service provision for b@efenses although ISPs have
an economic incentive to continue to operate theicgss. The initiation of the
services becomes important for an overall servimglayment. It is in the ISPs’
interest to cooperate on the provision of the ses/bnce a critical mass is created

for deploying the defenses.
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3) Policy makers should consider laws that assignilitialdo the attack sources
because liability assignment creates an incentirestibscribers to reduce the
attacks originating from their networks. In thisseasubscribers who subscribe to
source filtering should be exempted from liabilisince they have conducted the
best practic®. To whom the liability of Internet-based attackssid be assigned is
an on-going debate in both academia and publicyafiaking. In the future, if the
liability is assigned to the software companies lboiggy programs and if the
liability assignment manages to improve the quabitysoftware, the benefit of
deploying DDOS defenses would be reduced becawseisk of Internet-based
attacks would be lower. However, assigning liapitd software companies may
not necessarily improve the quality of softwareefdse the debate is resolved, the
dissertation proposes to assign the liability te #ources of attacks since the

liability assignment is an incentive for cooperatio providing DDOS defenses.

8.4 L ESSONSL EARNED AND FUTURE RESEARCH

The dissertation is fundamentally interdisciplinand draws on work in computer
security, microeconomics, and social network amglyBhis approach is necessary in
order to adequately understand and evaluate thecimpf attacks on the critical

infrastructure, in this case, the Internet.

There are a large number of possible benefits eftdlol. First, the proposed

service provision framework for DDOS defenses \adllp ISPs and subscribers to

24 several technical issues about conducting thepirastice to prevent DDOS have been documentel i RFC2013
(Killalea 2000) and in (Greene, Morrow, et al. 202
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consider the benefits of providing DDOS defensed #nrecognize the tradeoffs in
DDOS defenses. Secondly, the computational modeeldped in this dissertation
provides a systematic framework for thinking thriouge tradeoffs in defense strategies
in the complex attack-defense system. Thus, thik v@as direct bearing on security
policy decisions at the router level for a criticafrastructure. Thirdly, the research
framework provides a new method to evaluate theéscwsposed by various attack
scenarios and defenses since it is neither casttef nor ethical to conduct real world
experiments of DDOS attacks on a large networknalByi, this dissertation provides a
theoretical basis for evaluating the provision efgity service, DDOS defenses in this

case.

Because the dissertation focuses on the provigiBib@S defenses, it has several
limitations.  First, the quantitative analysis inist dissertation provides an order of
magnitude benefit and cost comparison among defehigsvever, the real dollar value of
the cost will depend on the implementation of theesfenses. Secondly, the cost model is
based on the router overhead and the bandwidtluogi®n costs by either attack traffic
or defenses. Other implementation costs are nohieed since this dissertation focuses
on examining the operational benefit and the ofmeral cost caused by defenses. Thirdly,
there is a limited amount of data available foidating parameters such as the frequency
of attacks in the analyses. To obtain a more pFemmalysis, network providers can use
their own data in the models provided here. Rmatie computational model developed
in this research is intended to provide decisigopstt for tradeoffs in DDOS defenses
only. This model would need further revision to lgpa defenses for other types of

Internet-based attacks.
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In the future, changes in both technology and leom would inevitably alter the

assumptions upon which the conclusions are drawthisndissertation. Several possible

future changes are discussed as follows:

1)

2)

3)

High implementation cost would invalidate the modiehew defense mechanisms
require substantial upgrade of the network compisnesf providers, the

implementation cost would become an important éidor the analyses. A new
study has to be conducted in order to evaluatechromic benefit of providing the
defenses. Return on investment should be an immidéetor to consider the further

investment in building the infrastructure for neefehses.

Development of distributed content delivery hasaaitive effect on deploying
DDOS defenses. Future trends in distributed rejbica or caching of online
services allow the delivery of web content clogethieir legitimate clients. In this
case, less legitimate traffic will be reduced bywaek filtering, as estimated in this

dissertation.

The change of routing protocols would vary the ltsduom the model but will not
invalidate the model. If BGP, which is currentlyedsfor inter-domain routing,
becomes more widely adopted as an intra-domairingpygrotocol, the routing
paths between any two edge routers are most likdbe longer than the ones that
are calculated in this dissertation using the @isorPath First algorithm. In this
case, adopting source filtering is even more beia¢for providers as shown in the

dissertation.

- 165 -



4) Long response time of attack detection would inlzdé the analyses. The model in
this dissertation does not consider the respomse kbetween when an attack is
launched and when the attack is detected. Howéuée attack can cause severe
damage to the victim before it is detected, theebercost analysis in this
dissertation would be invalidated. In this caserena@riables need to be included

in estimating the economic benefit and cost of jliag the service.

5) Adaptive attackers would result in more dynamicaces of attacks. The model in
this dissertation does not consider the situatidreres attackers change attack
sources dynamically during an attack in order toichviltering. The model in this
dissertation would have to be revised to captugediiamic strategy of defending

attacks that avoid filtering or prevent routersrirdetecting and filtering attacks.

Several future research areas can be conducted basthis dissertation. First,
attacks to network routers or attacks that causanstability of global routing (Cowie,
Ogielski et al. 2001) are another threat to netvpodviders. In this case, the providers are
attack victims themselves. The deployment of defenwill bring more obvious
performance benefits to network providers in addito the economic benefits mentioned
in this dissertation. Secondly, liability assigmnhen the attack sources should be
considered as a future research issue for cybes. |[aird, calibrating the probability of
attacks using security incident records is impdrtéor pricing Ssecurity services.
Probability theory, such as extreme value theoay, lbe considered for calibrating the
probability function of attacks instead the powerves used in this dissertation. Finally,
the assessment of the utility function of subscshg important for determining the price

of DDOS defenses. Using option theory might be @dgtirection for future research.
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