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Abstract 

 
The engineering of distributed software is a 

complex task which requires a rigorous approach. 
Software architectural (structural) concepts and 
principles are highly beneficial in specifying, 
designing, analysing, constructing and evolving 
distributed software. A rigorous architectural 
approach dictates formalisms and techniques that are 
compositional, components that are context 
independent and systems that can be constructed and 
evolved incrementally. This extended abstract 
overviews some of the underlying reasons for adopting 
this architectural approach and provides a brief 
“rational history” [1] of our research work, together 
with some selected references. 
 
1. Why do we need architecture 
descriptions? 
 

Distributed processing offers the most general, 
flexible and promising approach for the provision of 
computing services. It offers advantages in its potential 
for improving availability and reliability through 
replication; performance through parallelism; and 
sharing and interoperability through interconnection.  

Studies in software maintenance for distributed 
systems has indicated that the general move to 
distribution contributed to the simplification of the 
primitive software components used in distributed 
systems. However, this benefit is often overwhelmed 
by the increased complexity of the overall system. 
There is therefore a need to deal with issues such as 
component interaction and composition, design 
complexity, system organisation and reasoning. 
Rigorous use of a software architecture offers much 
potential benefit in providing a framework or skeleton 
with which to deal with these issues. 
 
 
 

2. How can architecture descriptions help? 
 

Software architecture descriptions aim to specify 
system structure at a sufficiently abstract level to deal 
with large and complex systems yet be sufficiently 
detailed to support reasoning about various aspects and 
properties. Architectures are generally defined 
hierarchically, as compositions of interconnected 
components. A component type is defined in a context-
independent manner in terms of its communication 
interface: the services it provides to other components 
and the services it requires in order to perform its 
functionality. 

Composite components are defined in terms of their 
constituent components (other primitive or composite 
components) and the bindings between these. Services 
provided internally are bound to an interface service 
provision so as to be available externally. Service 
requirements which cannot be satisfied internal to the 
composite component are made visible at its interface. 
Thus architectural descriptions support abstraction by 
hierarchical decomposition and encapsulation. The 
purpose of an Architectural Description Language 
(ADL) is to facilitate provision of precise software 
architecture descriptions, and to provide associated 
reasoning and/or software construction support. 
 
3. What form should an ADL take? 
 

A software architecture can be used as a model in 
much the same way as other engineers build models to 
check particular aspects of a system design. We believe 
that an ADL should be sufficiently abstract to support 
multiple views. These views can be presented as 
elaborations of the shared architectural structure. For 
instance, for behaviour modelling and reasoning, these 
elaborations add the particular component behaviour 
and interaction details of interest to the underlying 
structure. For system construction, the architecture is 
elaborated with the necessary implementation details. 
It can then be used to compose component 
implementations so as to construct and interconnect the 
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particular distributed system. Thus the same 
instantiated architecture can be used for aspects such as 
behaviour modelling and system construction. Having 
a common architectural structure helps to preserve 
consistency between the various models and the system 
itself.  Another important aspect of the ADL is the 
need to support variation in the form of system 
families. An architecture is a general description 
which, on instantiation, is tailored to produce a system 
instance which represents a member of the 
architectural family. 

 
4. A brief history of our approach 
 

As described in [1], our work could be roughly 
divided into three overlapping phases. Firstly, the use 
of a declarative explicit architecture characterises our 
work on configuration programming. The prototype 
distributed system Conic [2,3,4] included the ability to 
specify, construct and dynamically evolve a distributed 
software system [2,5], using a configuration language 
to explicitly compose software components [6,7]. 
Work on the general purpose ADL, Darwin [8,9,10], 
and its industrial instantiation, Koala [11], followed, 
providing a sound structural language and facilities for 
variations respectively.  The second phase focused on 
modelling in an architectural framework.  The aim is to 
analyse systems as structural compositions of their 
constituent components' behaviour. This led to work 
with labelled transition systems (LTS), the process 
algebra, FSP (Finite State Processes) [13] and 
construction of the model checker, LTSA 
[14,15,16,17].  Model animation and model synthesis 
from scenarios [18] has enriched this vein of research. 
Our current work, is concerned with implicit structural 
specifications. The aim is to generate and check 
structures which satisfy constraints that can be imposed 
both statically and dynamically. We believe that this is 
needed in realising self-organising systems that both 
automatically configure themselves and subsequently 
reconfigure themselves to accommodate dynamically 
changing context and requirements without human 
intervention [19,20]. 
 
5. What was our general experience? 
 

It is our experience that software architecture 
descriptions at an appropriate level of abstraction seem 
to be crucial even during the requirements specification 
process. Requirements are often not fully elaborated or 
even understood before a (hypothetical) solution 
architecture is developed. The architecture often helps 
to raise new issues and requirements. It is important 
that the architecture should be stable, representing the 

essential core aspects of the system structure which do 
not change radically during software development. 
System evolution is then seen as a combination of 
minor changes to or replacement of primitive 
components, or major changes to composite 
components and hence the system structure. We 
believe that pure top-down design and refinement are 
essentially impractical except for very constrained 
well-understood parts of application domains. Design 
decomposition and compositional analysis and 
reasoning go hand-in-hand. They should be performed 
iteratively and incrementally, with automated 
compositional modelling techniques being used to 
provide the necessary feedback to designers to help 
correct errors and raise confidence in their designs. 
This experience has been gained over many years, 
working initially with industry such as British Coal and 
British Petroleum, and more recently with Philips and 
others. 

 
6. What are some of the outstanding 
problems? 

 
Some distributed software environments are 

particularly difficult to construct, manage and analyse 
as they tend to be highly dynamic. Current ADL 
descriptions tend to be largely static and can describe 
only restricted forms of dynamically changing 
structures. In such circumstances, architectures should 
impose constraints on the kinds of components that can 
be integrated into the system and on the interactions 
that can take place. This is a difficult area that requires 
further research and experimentation, but is crucial if 
we are to be able to manage and reason about systems 
such as those of the scale, diversity, complexity and 
dynamism constructed from Web services. As 
mentioned, the goal is to provide support for self-
organising systems. 

Another aspect which seems to be particularly 
difficult at the architectural level is the association  of 
non-functional properties such as performance 
modelling. It would seem that, in order to perform 
realistic performance modelling, there needs to be 
sufficient detail as to the actual performance of 
implemented components, their allocation, resource 
conflicts and interaction properties and delays. This 
may well mean that anything other than crude response 
estimates and performance analysis is just not possible 
at an abstract architectural level. However even such 
crude indications of feasibility are useful. We are 
currently interested in extending our architectural 
behaviour models to handle probabilistic models. 
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