Practical Locality-Awareness for Large Scale Information Sharing

Ittai Abraham Ankur Badold Danny BicksofiDahlia Malkhi'Sharad MalobSaar Rot

Abstract stretch2 routing.
Flexibility and Simplicity: All protocols have firm,
ormal basis, but intentionally accommodate fuzzy

) N adeployment which applies optimizations that deviate
unigue combination of the advantages of both str om the theory, in order to cope with high churn

tured and unstructured overlays, that does not i scalability

xist in any previ lution. Tulip f res locality,. .
existin any previous solution. Tulip features localit iverse tools: Tulip addresses under the same roof

awareness (stre_t(ﬂ) and fault tolerance (nodes Callyact-match keyed lookup, nearest object location,
route around failures). It supports under the same | global data search

roof exact keyed-lookup, nearest copy location, an
global information search. Tulip has been deployed

and its locality and fault tolerance properties verified Experlmentatlon: In addition to formal proofs’
over a real wide-area network. of locality and fault tolerance we analyze Tulip's

performance with real measurements on a real
1 Introduction planetary-scale deployment.  Tulip is deployed

and tested over PlanetLab. Its locality awareness

Driven by the need to bridge the gap betweefyy ot tolerance properties are evaluated in a
practically deployable P2P systems, which shoulgan setting. Furthermore, experience gained from

be easy and robust, and academic designs Whgh o) deployment is fed back in Tulip to the
have nice scalability properties, we present the Tulip. ., design.

overlay. The Tulip information sharing overlay

obtains a combination of features not previously met

simultaneously in any system. In a nutshell, these__ .
. . Tulip adopts the successful space-to-
can be characterized as follows:

) ) . . communication tradeoff introduced by Kelips

Locality-awareness: The algorithms for searching . o
and retrieving information are designed to provab gl which allows nodes to maintain links to many,
ut not to all other nodes, and achieve highly

contain every load as locally as possible. Formally,,. . . . . o .
y yasp fficient information dissemination paths. In Tulip,

this is expressed using the standard networeélCh node maintains rougty/m 1 links. where
theoretical measurstretch which bounds the ratio 9 niogn !

between routes taken in the algorithm and optimgxl is the number of nodes. Routes takehops.

routes. Formally, the Tulip overlay guaranteesearch or event data can be disseminated(tg'n)

nodes, and retrieved froM(y/n) nodes.

Tulip is an overlay for routing, searching an
publish-lookup information sharing. It offers
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deed, we maintain sufficient slack to tolerate a largemmunication costs. Furthermore, the repair proce-
degree of stale and/or missing information. As a rdures can be done in the background, while heuris-
sult of this design choice, Tulip exhibits extremeltics keep Tulip’s service quality even while itis under
good fault tolerance (seBection 4. Furthermore, repair.
this slack also enablesatic resiliencewhich means  The third feature of our system is its supportiof
that even as the system undergoes repair it can cgérse toolsfor information sharing. This goal stems
tinue routing data efficiently. Some previous DHTgom our vision of a convergence of technologies em-
like Kademlia p] and Babmboo €] appear to cope powering network leaf-nodes. These technologies
well with churn with a lower node degree and moficlude overlay networks supporting Grid and p2p
rigid structure. However, we believe that havingle sharing, web caching, and large scale content de-
O(y/n) links with a semi-structured two hop networljvery services. Though these are different services,
may give a very high level of resiliency. the overlays that support them are converging toward
Tulip enhances the Kelips approach in a numberaftommon set of protocols. The Tulip routing over-
important ways, detailed henceforth. The first fekay can be utilized as an overlay for keyed lookup,
ture in Tulip is locality awareness Building self for finding nearest copies of, replicated objects, for
maintaining overlay networks for information shamevent notification and for global searching.

ing in a manner that exhibits locality-awareness is\We have built areal deployment of the Tulip
crucial for the viability of large internets. overlay and have conducted experimentation on wide

Tulip guarantees that the costs of finding and rarea networks (WANSs). All of our protocols are
trieving information are proportional to the actualeployed and tested extensively over the PlanetLab
distances of the interacting parties. Building on th&AN test-bed. In particular, Tulip’s locality behav-
formal foundations laid by Abraham et al. id]] ior, its stretch factor and distance measurements are
Tulip provides provable stretch round-trip routing all ascertained over a real-life, planetary-wide net-
between all sources and destinatién3ulip extends work. To the best of our knowledge, our stretch per-
the formal algorithm inT] with methods that accom-formance data are the first to be measured over a real
modate changes in the network. These include ba##AN, not via symthetic simulation. We also assess
ground communication mechanisms that bring linkalip’s behavior under intentional and unintentional
up to date with provably sub-linear costs. churn.

The second feature of Tulip is ifexibility and
simplicity . Structured p2p overlays often appear di
ficult to deploy in practical, Internet-size networksyhe Tulip system builds on the locality-aware com-
In particular, they are sensitive to changes and sgact routing algorithm of Abraham et al. ][ It
quire substantial repair under churn. They lack flexisesO(/nlogn) space per node, where is the
bility in that they require very accurate links in ordefiumber of nodes in the system. It provide8-hop
to operate correctly. And faced with high dynamisniguting strategy whose cost over optimal routing (the
they may break quite easily. stretch) is at most2. Continuous background gos-

By maintainingO(y/nlogn) links at each node sip mechanism with a reasonable overhead is used to
and a simple two hop design, Tulip has sufficient reaintain and update the system and guarantee quick
dundancy to maintain a good level of service eveonvergence after changes in the system.
when some links are broken, missing or misplaced.Let d(s,t) denote the communication cost be-
A multi-hop algorithm similar to Kelips4] allows tween nodes andt. It is natural to assume that)
routing around failed or missing links witt)(1) forms a metric space. However, to be precise, our

1The standard definition of stretch, as i), looks at source- lookup stretch result requires only thﬂt) IS Sym-

destination routing but in a DHT it is natural to examine rouanetriP’ or that it UphOIdS the triangle inequ?‘”t)’- In
trip routing since the source requires a reply from the target. addition, the analysis of message complexity of the

?_ Formal foundations
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join algorithm and the protocol for finding nearest t
copies of data assume growth bounded densities, de-

fined as follows. A growth-bound limits the number

of nodes in a ball of radiu®r by a constant multiple

of the number of nodes within radius

Vicinity balls.  For every node: € V, let the vicin-
ity of u be the set of /nlog n closest nodes ta ac-
cording tod(), breaking ties by lexicographical order

of node names. Figure 1: Example of a2 hop, stretct2 round-trip path

Coloring. Our construction uses a partition offOm sources to destinatiort and back.
nodes into/n color-sets, with the following two

properties: bits of their hash. Given a source noghat is look-

(1) Every color-set has at mos2n nodes. ing for an objecto with color ¢(o) that is stored in
(il) Every node has in its vicinity at least one nodgd )

from every other color-set nodet:
d ' e First hop Node s routes to the nodev in s’s

Each node belongs to one of the color groups dgginity list that has the same color as the object
termined by using a consistent hashing function f w) = ¢(0), and whose identifier is closest to the

map node’s identifier (IP address and port numbefiecr's hash. If this node contains the object then
to one of the/n values. This mapping is done by lookup has stretch 1.

taking the firstlog \/n bits of the hash value. We, gecond hop Otherwise, usingu’s color list, s
denote byc(u) nodew’s color. The use of crypto- .4 tes to node (this is possible since(o) = c(w) =
graphic hash function such as SHA-1 ensures that HE?)) In this case we havé(s,w) < d(s,t) and
expected number of nodes in each group is aroupg, symmetry the cost of the path w ~ s ~
V/n, and is unde/n log n with high probability. - ; _, ¢ ig at mostwicethe cost of the path ~ ¢ ~ s

Routing information. Each node: maintains in- (SéeFigure J.

formation classified under: Note that, the above scheme iterative, and
eVicinity list: From each of the other color groups ichieves stretchwithout requiring triangle inequal-
the system, node maintains information about thelty. A recursiveversion would give stretch but re-
closestiog n nodes of a particular color. quire triangle inequality, without requiring symme-
e Color list: A list containing information about alltry.

nodes belonging to the same color«asi.e, to the _ _
color-setc(u). Finding nearest copy. This mechanism allows ob-

Each entry also carries an additional field of ne'ECtS to be stored on _any node the des!gner wants.
work distance. Each of the lists is sorted based Ofp o' o several copies of the same object may ex-
the relative distance value from the node Ist on different nodes. Assuming latencies form a

metric space, we guarantee to retrieve the copy clos-

Keyed Lookup. The lookup tool supports exactest to the initiator of the searching node, with lookup
match keyed lookup and routing for objects or nodetretch of at most, and with up t@ hops.
whose names are known precisely. It guarantees |0t et nodex store a replica of object A pointer of
cating any target with lookup stretch of at mast the form(o — ) is stored in the following nodes:
and with up to2 lookup hops. e Vicinity pointers: All nodes v such thatz is in

An object is stored on the node whose identifier iss vicinity list store a pointefo — z). Under the
the longest prefix of the object’s hash value. Objeadsowth bound assumption, onty(,/n) nodes will
are also mapped to colors by taking the firgt\/n  store such a pointer.
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This creates roughly/n replicas of the information.

Global searching is done in a locality aware man-
ner. An initiator sends a query only to the nodes that
are in its vicinity list. The computation of a query is
maintained locally since each search involves only
the /n closest nodes. This is the first read/write
guorum system whose read operations are locality
aware.

3 Maintaining Locality under Churn

Figure 2: Example of2 hop, stretchi, nearest copy searchcgnsiderable effort is invested in Tulip’s deploy-
from s tow and back. ment in order to deal with the dynamics of scalable
and wide spread networks. This includes protocols

« Color pointers:All nodesu such tha(u) = (o) for node joinir_lg and dele'tion_, and a packground re-
store a pointefo — wu(o)) whereu(o) is the name fresh mechanism that maintains locality under churn.

of the node closest to that stores a replica of Surprisingly, under reasonable assumptions, all of
these mechanisms have sub-linear complexity. Our

Lookup uses the pointers to shortcut directly todae lovment also entails multi-hop query routing to
replica. If the source does not have a direct pointerIO y b query g

to the desired object it routes to the nodein its cope with churn simultaneously with ongoing repair.

The evaluation of this heuristical protocol i ne ex-
vicinity such thate(w) = ¢(0). In such a case, node e evaluation of this heuristical protocol is done e

w will have a pointer to the closest replica fram perimentally.
e Analysis.Given sources searching for objeat, let  Joining: A joining node requires one existing con-
u be the closest node tostoring a replica 0b, letw tact node in the system. The mechanism for obtain-
be the node in the vicinity of such that:(w) = c¢(0) ing a contact node can be a web site or a distrib-
let v be the closest node to storing a replica ob. uted directory such as DNS. Our approach for han-
Thend(w,v) < d(w,u) and by triangle inequality dling joins is for the joiner to first acquire a some-
d(s,v) < d(s,w) + d(w,v) < 3d(s,u), summing what rough initial vicinity. Then, through normal
up and using symmetwy(s, w) +d(w, s) +d(s,v)+ background refresh mechanism (detailed below), the
d(v,s) < d(s,u) + d(s,u) + 3d(s,u) + 3d(s,u), joiner gathers more accurate information about its
hence the ratio between the cost of lookup and theinity and its color list.
cost of directly accessing the closest replica (stretchjore specifically, a joinew: first queries its con-
is at mostt (seeFigure 2. tact point for the list of nodes in its vicinity. From

. . . . this list, © selects a random node It then finds a
Global information search. This tool builds &o- nodew from z’s color list that is closest to. Under

caltl)tly_/ r?V\éjatre qu?rtt)m: sr?/stecrln Informat|ond (I:in be reasonable growth bounded density assumptigas
published o a global shared memory and ‘ater usgf inity has a sizable overlap with thes vicinity.

gan pe_rform ar.bltrary search queries o_n al! the p Nodewu adoptsw’s vicinity as its own initial vicinity,
lished information. The search mechanism is Iocah&{1d informs its vicinity about its own arrival

aware, it requires communication only with nodes in L ) )
the vicinity of the query. The communlcatlt_)n .compIeX|ty of the approxi-
Publishing an objeat is done by storing informa—ma.te. f:los.egt-'no.de finding and the establishment of
tion abouto on all the nodes whose color is the closaﬁn initial vicinity is O(y/n log n).
est too’s hash value. Each node may either store tBeletion: A departing or a failed node gradually
full o content, or summary data used for searchiagtomatically disappears from the routing tables of
o, along with a pointer to the actual stored locatioall other nodes, once they fail to communicate with
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it. Naturally, the departure of a node also means tfikis results in an overatD(,/nlogn) communica-
loss of the data it holds. Clearly, any robust inform&éion complexity.

tion system must replicate the critical information & Same color mergingNode v contacts a random
stores. We leave out of the discussion in this sharbde from its color list and merges the two color lists.

paper such issues.
Multi-Hop Query Routing: The scale and wide
. . . spreading of the systems we envision implies that the
Refresh mechanisms: Existing view and ContaCt'nformation held at nodes’ routing lists at any snap-

information is refreshed periodically within an hot in time may contain inaccessible nodes, failed

across color groups. During each cycle, a node Tl‘?fks, and inaccurate distances. Although eventu-

ev_a!ugtes the distance of some nodes |_n |t§ two “%ﬁ?y the refresh mechanisms repair such errors, the
(vicinity and color), and refreshes entries in them

. o ' system must continue routing data meanwhile. To
Formally, these mechanisms maintain the followi

v Anindividual node that mi i " is end, we adopt similar, heuristic strategies as in
property: An individuainode that misses Informatio elips [4] to accommodate changes, while enhanc-
or has incorrect information (e.g., this is the case o

. . . T _ r?g them with locality consideration, and in addition,
new joiner) learns information that significantly Im'evaluating them with real wide-area experimentation
proves its vicinity and color list wittO(y/nlogn)

o (in the next section).
communication overhead.

Al thods h b li icati Given a source nodethat is looking for an object
our methods have sub finear communication, .+ is stored in nodg the two heuristics employed
complexity ofO(y/nlogn). The three methods use

. h ovele for refresh follows: re as follows:
N Sach cycle Tof retresh are as foflows. e If s cannot contact any node with coleft) from
e Vicinity list merging: Node u chooses a random

its vicinity list, then it contacts a random nodein

nodex inits vicinity list af‘o.' r'e'quests f(,)‘fs S vicinity the vicinity list and forwards the query farto han-
list. It merges the two vicinities. Intuitively, due toOI

the expec_ted overlap petween thg vicinities of clo§ f during a lookup, an interim node with the tar-
nodes, this step provides for quick propagation

knowled bout ch ithin the vicinitv. Thi t's colore(t) = c(w) does not have in its color
nowledge about changes Within the VICINIY. Mot then w contacts a node from its color list,

mechanism 'S quick and efficient in practlce. HOVY:Trawn randomly with preference to closer nodes, and
ever, formally it cannot guarantee by itself that noo'?c?rwards the query for to handle

obtain all relevant vicinity information.
e Vicinity list refining: Node v chooses a random4 Experimental Results

node z from its vicinity list, and requests for’s

color list, sorted according to their distance fram The Tulip clientis implemented in C++ and the over-
Denote the maximal distance ofs vicinity list by lay is fully operational. Tulip is deployed 820

b, and the distance betweenandz by a. Nodew nodes over the PlanetLab wide-area testl@d$ of
now inquires about all nodesin x’s color list, i.e., July 2004.

c(v) = c(z), thatare at distance at mast-b fromz.  Figure3 depicts the actual routing stretch experi-
This enables, to obtain its own vicinity nodes fromenced in our deployed system. The graph plots the
's color list. cumulative density function of the stretch factor of
Under the growth bound assumption, the ratio bene thousand experiments. In each experiment, one
tween the number of nodes within radius- b from pair of nodes is picked at random and the routing
x over the number of nodes iris vicinity (/nlogn) stretch factor between them is measured. The mea-
is constant bounded. In this case, the communicatigured stretch factor is the ratio between lookup dura-
complexity of vicinity list refining isO(logn). The tion and the direct access duration: The lookup du-
refining method guarantees that nadkarns about ration is the time a lookup takes to establish connec-
all the nodes in its vicinity withitD (1/n) repetitions. tions, reach the destination node storing the object
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Empirical CDF

Figure 4: Average stretch over time while randomly
killing half the nodes at timé0.

Figure 3: Cumulative density of lookup stretch.
VI.a the TU|Ip OverIaY’ and return to.the source. The terson, Mike Wawrzoniak, and Mic Bowman. Planetlab: an overlay
direct access duration is the time it takes to form a testbed for broad-coverage servic8§6COMM Comput. Commun.
direct (source to destination) TCP connection and to Rev 33(3):3-12, 2003.

get a reply back to the source. [3] A.Gupta, B. Liskov, and R. Rodrigues. One hop lookups for peer-
[P to-peer overlays. IMNinth Workshop on Hot Topics in Operating
The graph shows a blg jump around Strett_;h Systems (HotOS-IXpages 7-12, Lihue, Hawaii, May 2003.

demonstrating that about a half of the routes incur

i ; ; ] I. Gupta, K. Birman, P. Linga, A. Demers, and R. van Renesse. Ke-
nearly (_)ptlmal delay' Over nmty five percent of th@ lips: Building an efficient and stable P2P DHT through increased
routes incur stretch lower thah These results are  memory and background overhead. Rroceedings of the 2nd In-
comparable, and to some extent better, than the sim-terational Workshop on Peer-to-Peer Systems (IPTPS ZIK)3.

ulation stretch results prOVided for PaStrM bnd [5] P. Maymounkov and D. Mazieres. Kademlia: A peer-to-peer infor-

Bamboo [3] mation system based on the xor metricPioceedings of IPTPS02
March 2002.
The graph also demonstrates that due to dynam-

city and fuzziness. stretch is exceeded in aboutl6] S-Rhea, D. Geels, T. Roscoe, and J. Kubiatowicz. Handling churn
. ! in a dht. Technical Report Technical Report UCB//CSD-03-1299,
five percent of the cases. These do occur, unfortu- tpe University of California, Berkeley, December 2003.

nately, in the real world deployment, due to failures

dd ic ch in th K diti [7] A. Rowstron and P. Druschel. Pastry: Scalable, distributed ob-
an rastic c angesin the network conditions. ject location and routing for large-scale peer-to-peer systems. In

Figure 4 depicts preliminary fault tolerance tests 'fg:rF;’sA?M'\f dhﬂ;ﬁgﬁ‘:ﬁ;ﬂf&ﬁgi@? ggo'ifSt"b“ted Systems Plat-
on a LAN. We use®50 Tulip nodes or25 comput-
ers. Lookup requests were induced into the system
at a rate of2 per second. Each point in the graph
depicts on dogarithmic scale the average stretch of
4 lookup requests (reflecting two seconds). At time
40 we randomly killed half the system. The results
show that after tim&?2 the systems has completely
regained is locality properties.
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