
1 Copyright © 2012, Elsevier Inc. All rights reserved.  
1 - 1 

Distributed and Cloud Computing  
K. Hwang, G. Fox and J. Dongarra  

 

Chapter 2: Computer Clusters for  

Scalable parallel Computing  
 

Adapted from Kai Hwang  

University of Southern California  

March 30,  2012  

 



2 Copyright © 2012, Elsevier Inc. All rights reserved.  
1 - 2 

What is a computing cluster? 

¸ A computing cluster consists of a collection of 

interconnected stand-alone/complete  computers, which 

can cooperatively working together as a single, integrated 

computing resource. Cluster explores parallelism at job 

level and distributed computing with higher availability.  

¸ A typical cluster: 

ü Merging multiple system images to a SSI  
(single-system image) at certain functional levels. 

ü Low latency communication protocols applied 

ü Loosely coupled than an SMP with a SSI 
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 Multicomputer Clusters: 

ÅCluster: A network of computers supported by middleware and  

interacting by message passing 

ÅPC Cluster  (Most Linux clusters) 

ÅWorkstation Cluster   

ÅCOW ï Cluster of Workstations 

ÅNOW ï Network of Workstations 

ÅServer cluster or Server Farm  

ÅCluster of SMPs or ccNUMA (cache coherent Non-Uniform Memory 

Architecture) systems 

ÅCluster-structured massively parallel processors  

Å (MPP) ï about 85% of the  top-500 systems 
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Multi -Computer Cluster Components  
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Attributes  Attribute  Value  

Packaging  Compact  Slack 

Control  Centralized  Decentralized 

Homogeneity  Homogeneous  Heterogeneous 

Security  Enclosed  Exposed 

Example Dedicated cluster Enterprise cluster 

Attributes Used in Cluster Classification 
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 Cluster Classification 

¸ Scalability : Adding servers to a cluster or adding more clusters to 

a network as the application need arises. 

¸ Packaging :  Compact / Slack 

ü Compact ï packaged in racks in machine room 

ü Slack ï PC, workstations geographically distributed  

¸ Control : Centralized / De-centralized. 

¸ Homogenaity: Same vs. different platforms (e.g. CPUs, OSs) 

¸ Programmability : Ability to run a variety of applications. 

¸ Security : Exposure of intra-cluster communication. 
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 Operational Benefits of Clustering  

¸ High availability (HA) : Cluster offers inherent high system 

availability due to the redundancy of hardware, operating 

systems, and applications. 

¸ Hardware Fault Tolerance: Cluster has some degree of 

redundancy in most system components  including both hardware 

and software modules.  

¸ OS and application reliability : Run multiple copies of the OS and 

applications, and through this redundancy 

¸ Scalability : Adding servers to a cluster or adding more clusters to 

a network as the application need arises. 

¸ High Performance : Running cluster enabled programs to yield 

higher throughput. 



10 Copyright © 2012, Elsevier Inc. All rights reserved.  
1 - 10 

Top- 500 Release in June 2010  
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(Courtesy of Bill Dally, 2011)  
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Basic Cluster Architecture 

Computer Cluster built from commodity hardware, software, 

middleware, and network supporting HA and SSI 
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Resource Sharing in Cluster of Computers 

Three ways to connect cluster nodes. 
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Compute Node Architectures :  
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Overview of Blue Gene L  

¸ Blue Gene L is a supercomputer jointly developed by 

IBM and Lawrence Livermore National Laboratory 

¸ It occupies 17 of the top 100 slots in the rankings at 

top500.org, including 5 of the top 10 

ü 360 TeraFLOPS theoretical peak speed 

¸ Largest configuration: 

ü At Lawrence Livermore Natôl Lab. 

ü Runs simulations on US nuclear weapon stockpile 

ü 64 physical racks 

ü 65,536 compute nodes 

ü Torus interconnection network of 64 x 32 x 32 
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IBM BlueGene/L Supercomputer: The World Fastest 

Message-Passing MPP built in 2005   

Built jointly by IBM and LLNL teams and funded by US DoE ASCI Research Program 


