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What Is a computing cluster?

A computing cluster consists of a collection of
Interconnected stand-alone/complete computers, which
can cooperatively working together as a single, integrated
computing resource. Cluster explores parallelism at job
level and distributed computing with higher availability.

A typical cluster:

i  Merging multiple system images to a SSI
(single-system image) at certain functional levels.

it Low latency communication protocols applied
it Loosely coupled than an SMP with a SSI
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Multicomputer Clusters:

A Cluster: A network of computers supported by middleware and
Interacting by message passing

A PC Cluster (Most Linux clusters)

A Workstation Cluster
A COW i Cluster of Workstations
A NOW i Network of Workstations

A Server cluster or Server Farm

A Cluster of SMPs or ccNUMA (cache coherent Non-Uniform Memory
Architecture) systems

A Cluster-structured massively parallel processors
A (MPP) 1T about 85% of the top-500 systems
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Multi -Computer Cluster Components

i
MPL PYM Uszer Interface | (Database, OLTP, eic.)

Figure 1.16 The architecture of a working cluster with full hardware, software, and
middleware support for availability and single system image.
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Table 2.1 Milestone Research or Commercial Cluster Systems [14]

Project
DEC VAXclustar (1981)

LG, Barkeley NOW Project (18585]
Rice University TreadMarks (1556)

Sun Solaris MG Cluster (1985)

Tandem Himalaya Cluster (19504
IEM SP2 Server Cluster (1556

Googlke Search BEngine Cluster (2003)

MOSEA (2010) wiww mosix.org

Special Features Thal Supporl Clustering

A UNIEX cluster of symmetric multiprocessing (SMP) senders running
the VME O3 with extansions, mainly usad in HA applications

A serverless network of workstations featuring active meassaging,
cooperative filing, and GLUNx development
Softwara-implementad distributed shared memory for uss in
clusters of UNEK workstations based on page migration

A ressarch cluster built over Sun Solaris workstations; some cluster
035 functions were developad but weare naver marketad
sucoaessiuly

A scalable and fault-tolerant cluster for OLTP and databasse
procassing, buit with nonstop operating system support

An AlX server cluster built with Power2 nodes and the Omeaga
network, and supported by IBEM Loadleveler and MPI extensions

A 4 000-node server cluster built for Intamet search and Web
sarvice applications, supported by a distributed file systam and
fault tolerance

A distributed operating system for use in Linux clustars,
multiclusters, grids, and clouds; used by the ressarch community
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Attributes Used In Cluster Classificatior

Attributes Attribute Value
Packaging Compact Slack

Control Centralized Decentralized
Homogeneity Homogeneous Heterogeneous

Security Enclosed Exposed

Example Dedicated cluster Enterprise cluster



Cluster Classification

Scalability : Adding servers to a cluster or adding more clusters to
a network as the application need arises.

Packaging : Compact/ Slack

i Compacti packaged in racks in machine room

i Slack i PC, workstations geographically distributed
Control : Centralized / De-centralized.

Homogenaity: Same vs. different platforms (e.g. CPUs, OSSs)

Programmability : Ability to run a variety of applications.

Security : Exposure of intra-cluster communication.
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Table 1.3 Critical Cluster Design Issues and Feasible Implementations

Features

Avalability and Support

Hardware Fault Toleance

Single System Image (S5])

Efficient Communications

Cluster-wide Job
Management

Dynamic Load Balancing

Scalability and
Programmability

Functional Characterization

Hardware and software support far
sustained HA in cluster

Automated fallure management to
gliminate all sngle ponts of falure

Achieving 55| at functional level with
hardware and software support,
middieware, ar 05 extensions

To reduce message-passing system
overhead and hide latencies

U=ing a glabal job management
gystern with better scheduling and
maonitanng

Balancing the workload of all
processing nodes along with failure
recovery

Adding more servers to a cluster or
adding maore clusters to a grid as
the workload or data set increases

Feasible Implementations

Failover, failback, check painting,
rollback recovery, nonstop 05, etc.
Companent redundancy, hot
swapping, RAID, multiple power
supphes, eic.

Hardware mechanisms or
middieware support to achieve DSM
at coherent cache level

Fast message passing, actve
messages, enhanced MP library, etc.
Application of single-job
management systems such as LSF,
Coding, atc.

Workload monitoring, process
migration, job replication and gang
scheduling, etc.

Lise Of scalable interconnect,
performance monitoring, distrbuted
execution enviranment, and better
aoftware tools
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Operational Benefits of Clustering

High availability (HA) : Cluster offers inherent high system
availability due to the redundancy of hardware, operating
systems, and applications.

Hardware Fault Tolerance: Cluster has some degree of
redundancy in most system components including both hardware
and software modules.

OS and application reliability : Run multiple copies of the OS and
applications, and through this redundancy

Scalability : Adding servers to a cluster or adding more clusters to
a network as the application need arises.

High Performance : Running cluster enabled programs to yield
higher throughput.
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Top- 500 Release in June 2010

Table 2.3 Top Five Supercomputers Evaluated in Jne 2010

Svstem Rank
and Name

Archirecture Description (Core size, processor, GHz,
0S5, and interconnection topology)

Sustained
Speed

Power/
system

1. Jaguar at Oak Ridge
Nat’l Lab in USA

Cray XT5-HE: An MPP built with 224 162 cores in 2.6 GHz
Opteron &-core processors, interconnected by a 3-D torus

1.759
PFlops

6.95MW

2. Nebulae at China's

Mat'l Supercomputer
Centre, (NSCS)

Dawning TC3600 Blade System: Built with 120,640 cores in
2 66 GHz Intel EMBAT Xeon X5650 and NVidia GPU, running
Linux and interconnected by an Infiniband QDR network

1.271
PFlops

2 56MW

3. Roadrunner at
DOE/NNSA/LANL
in USA

|IBM BladeCenter QS22/L521 cluster of 122 400 cores in
12,960 3.2GHz POWER XCell 8i and 6,480 AMD 1.8GHz

Opteron processors, running Linux with Infiniband network

1.042
PFlops

4. Kraken XT5 at NICS,
Univ of Tennessee

Cray XT5-HE: An MPP built with 98928 cores of 2.6 GHz
Opteron 6-core processors interconnected by a 3-D torus

831.7
TFlops

3. JUGENE at the FZJ
Germany

|IEM BlueGene/P solution built with 294,912 processors:
PowerPC core, 4-way SMP nodes, and 144TB of memory in
72 racks, interconnected by a 3-D torus network

825.5
TFlops
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Basic Cluster Architecture

Parallel programming environment

Cluster middleware
(Single system image and availability infrastructure)

PC/workstation || PC/workstation || PC/workstation || PC/workstation

ommunications ommunications ommunications ommunications
software software software software

etwork interfacqg||Network interface etwork interface etwork interface
hardware hardware hardware hardware

| | | |
| Custerinterconnectionnietwork/awith

Computer Cluster built from commodity hardware, software,
middleware, and network supporting HA and SSI
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Resource Sharing in Cluster of Computers

LAN

(a) Shared nothing

Shared disk

(b) Shared disk

SCI

(c) Shared memory

Three ways to connect cluster nodes.
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Compute Node Architectures :

Table 24 Sample Compute Node Architectures for Clustered Systems built in 2010

Node Architecture Major Characteristics Representative Systems

Homogeneous Node | One or more multicore processors mounted on | Cray XT-5 uses two 6-core AMD
using the same the same node with crossbar connected to Opteron Processors in each
Multicore Processors | shared memory or local disks compute node

Hybnd Nodes using CPU | General-purpose CPU for integer operations | China's Tianhe System using 2
plus GPU or FLP while GPUs acting as coprocessors fo speedup | Intel Xeon processors plus 2 AMD
Accelerators FLP operations GPUs per node
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Overview of Blue Gene L

Blue Gene L is a supercomputer jointly developed by
IBM and Lawrence Livermore National Laboratory

It occupies 17 of the top 100 slots in the rankings at
top500.0rg, including 5 of the top 10

i

360 TeraFLOPS theoretical peak speed

Largest configuration:

i

i

i

At Lawrence Livermore Natd Lab.

Runs simulations on US nuclear weapon stockpile
64 physical racks

65,536 compute nodes

Torus interconnection network of 64 x 32 x 32
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IBM BlueGene/L Supercomputer: The World Fastest
Message-Passing MPP built in 2005

Built jointly by IBM and LLNL teams and funded by US DoE ASCI Research Program
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