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Virtualization for Datacenter Automation
to serve millions of clients, simultaneously

Server Consolidation in Virtualized Datacenter

Virtual Storage Provisioning and Deprovisioning
Cloud Operating Systems for Virtual Datacenters

Trust Management in virtualized Datacenters
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Difference between Traditional Computer
and Virtual machines

Application

Virtual
Machines

Host operating system

Hardware Virtualization layer (Hypervisor or VMM)

Hardware running the Host OS

(a) Traditional computer (b) After virtualization

(Courtesy of VMWare, 2008)
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Virtual Machine, Guest Operating System,
and VMM (Virtual Machine Monitor)

Virtual Machine
A representation of a real machine using software that provides

= - [:ZIE'FEIT.i ng en vironment which can run or host a Juest oper-

ating system.

Guest Operating System
An operating systerm running in a virtual machine environment

that would otherwise run directly on a separate physical system.

The Virtualization layer is the middleware between the
underlying hardware and virtual machines represented in the
system, also known as virtual machine monitor (\\MIM) or

hypervisor.
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User’s view of virtualization
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(Courtesy of VMWare, 2008)

Copyright © 2012, Elsevier Inc. All rights reserved.




Virtualization Ranging from Hardware to
Applications in Five Abstraction Levels

r \

Application level

JVM/ NET CLR / Panot

Library (user-level API) level

WINE/ WABI/ LxRun / Visual MainWin / vCUDA

_

Operating system level

Jail / Virtual Environment / Ensim’s VPS / FVM

Hardware abstraction layer (HAL) level

VMware / Virtual PC / Denali/ Xen/ L4 /

Plex 86 / User mode Linux / Cooperative Linux

7

Instruction set architecture (ISA) level

Bochs / Crusoe / QEMU / BIRD / Dynamo



Virtualization at ISA (Instruction Set Architecture) level:

Emulating a given ISA by the ISA of the host machine.
« e.g, MIPS binary code can run on an x-86-based host machine with

the help of ISA emulation.
« Typical systems: Bochs, Crusoe, Quemu, BIRD, Dynamo

Advantage:
« It can run a large amount of legacy binary codes written for

various processors on any given new hardware host machines

« best application flexibility

Shortcoming & limitation:
« One source instruction may require tens or hundreds of native

target instructions to perform its function, which is relatively slow.
« V-ISA requires adding a processor-specific software translation

layer in the complier.
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Virtualization at Hardware Abstraction level:

Virtualization is performed right on top of the hardware.
* |t generates virtual hardware environments for VMs, and manages the
underlying hardware through virtualization.

« Typical systems: VMware, Virtual PC, Denali, Xen

Advantage:

« Has higher performance and good application isolation

Shortcoming & limitation:

* Very expensive to implement (complexity)
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Virtualization at Operating System (OS) level:

It is an abstraction layer between traditional OS and user placations.

« This virtualization creates isolated containers on a single physical
server and the OS-instance to utilize the hardware and software in
datacenters.

« Typical systems: Jail / Virtual Environment / Ensim's VPS / FVM

Advantage:
« Has minimal starup/shutdown cost, low resource requirement, and high
scalability; synchronize VM and host state changes.

Shortcoming & limitation:
« All VMs at the operating system level must have the same kind of guest

OS
« Poor application flexibility and isolation.
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Virtualization at OS Level

Virtual Virtual Virtual
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Figure 6.3 The virtualization layer is inserted inside an OS to partition the hardware
resources for multiple VMs to run their applications in virtual environments
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Virtualization for Linux and Windows NT

—
=
~_
0]
)
o
=
L
o
]
2
J
—
5]
Z
S
L
=
—
L
(7]
Lo |
o]
Q
. p—
7]
)
=
[l

Platforms

ivate server

Application
software

templates

'/ layer
OpenVZ templates
ting system
OpenVZ layer
dware
Host operating system
work

Hardware

Network

oftware

Virtual

templates

Z layer
ating system
dware

work

Copyright © 2012, Elsevier Inc. All rights reserved. 11



By far, most reported OS-level virtualization systems are Linux-based. Vinualization support on the
Windows-based platform is still in the research stage. The Linux kernel offers an abstraction layer
o allow software processes o work with and operate on resources without knowing the hardware
details. New hardware may need a new Linux kernel to support. Therefore, different Linux plat-
forms use patched kernels to provide special support for extended functionality.

Table 3.3 Virualization Support for Linux and Windows NT Platforms

Virtualization Support and Source of Brief Introduction on Functionality and
Information Application Platforms

Linux vServer for Linux platforms (hitp:dinux- Extands Linux kamels to implemant a sacurity

vsanvear.org/) mechanism to help build VMs by setting resource
imits and file attibutes and changing the root
arnvironmeant for VM isolation

OpenVZ for Linue platforms [85]; http/fp.opanvez Supports virtualization by creating virtual private

Jorg/doc/OpernvZ-Users-Guide.pdf) sarvers (VPSeas): the WVFS has its own files, users,
procass tree, and virtual devices, which can be
isolated from other VPSes, and checkpointing and
ive migration are supported

FVM (Feather-Waight Virtual Machines) for Uses system call interfaces to create VMs at the NY

virtualzing the Windows NT platforms [78]) kemeal space: multiple Wis are supportad by
virtualzed namaspace and copy-on-writa
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Advantages of OS Extension for Virtualization

1. VMs at OS level has minimum startup/shutdown costs

2. OS-level VM can easily synchronize with its

environment

Disadvantage of OS Extension for Virtualization
All VMs in the same OS container must have the same or

similar guest OS, which restrict application flexibility of

different VMs on the same physical machine.

Copyright © 2012, Elsevier Inc. All rights reserved. 13
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Library Support level:

It creates execution environments for running alien
programs on a platform rather than creating VM to run the
entire operating system.

« |tis done by API call interception and remapping.

« Typical systems: Wine, WAB, LxRun , VisualMainWin

Advantage:
* It has very low implementation effort

Shortcoming & limitation:
« poor application flexibility and isolation

Copyright © 2012, Elsevier Inc. All rights reserved. 14 1
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Virtualization with Middleware/Library Support

Table 3.4 Middleware and Library Support for Virtualization

Middleware or Runtime Library and References or
Web Link Brief Introduction and Application Platforms

WABI (http://docs. sun.com/apprdocs/doc/B02-6306) Middieware that comvarts Windows systam calls
running on x86 PCs to Solaris systemn calls
running on SPARC workstations

Lxrun (Linux Bun) (httpAsww.uges. caltech. edu/ A systam cal emulator that enablas Linu
~staven/xrun/) applications writtan for €86 hosts to run on LINEX
gystams such as the 500 Opansarvar

WINE [http:/Aewew winghg.orgd) A library support system for virtualizing x88
procassors to run Windows applications under

Linux, FreeB50, and Solands

Visual MainWin (http:/Asaww mansoft.com) A compilar support systam to develop Windows
applications using Visual Studio to run on Solaris,
Linux, and AlX hosts

vOUDA (Example 2.2) (IEEE IPDRPS 2002 [57]) Virtualzation support for using general-purpose
GEPLs o run data-intensive applications undear a

special guest OS5
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The vCUBE for Virtualization of GPGPU

Host OS Guest OS

vCUDA stub CUDA application
¥ v
CUDA library ! v |wCUDA library |vGPU

v
Device driver

Device (GPU, Hard disk, Network card)

FIGURE 3.4

Basic concept of the vCUDA architecture.

(Cowtesy of Lin Shi, ef al. [57])
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User-Application level:

It virtualizes an application as a virtual machine.

« This layer sits as an application program on top of an
operating system and exports an abstraction of a VM that
can run programs written and compiled to a particular
abstract machine definition.

« Typical systems: JVM , NET CLI, Panot

Advantage:
* has the best application isolation

Shortcoming & limitation:

* low performance, low application flexibility and high
Implementation complexity.
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Table 3.1 Relative Merits of Virtualization at Various Levely

Higher Application Implementation
Level of Implementation Performance Flexibility

|54

Hardware-keval virtualization
D5-level virtualzation
Runtime library support
Lsar application level

More Xs mean higher merit
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Hypervisor

A hypervisor is a hardware virtualization technique allowing multiple
operating systems, called guests to run on a host machine. This is also
called the Virtual Machine Monitor (VMM).

Type 1: bare metal hypervisor

 sits on the bare metal computer hardware like the CPU, memory, etc.

« All guest operating systems are a layer above the hypervisor.
* The original CP/CMS hypervisor developed by IBM was of this kind.

Type 2: hosted hypervisor

 Run over a host operating system.

* Hypervisor is the second layer over the hardware.

» Guest operating systems run a layer over the hypervisor.
« The OS is usually unaware of the virtualization

Copyright © 2012, Elsevier Inc. All rights reserved. 19
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Major VMM and Hypervisor Providers

VMM
Provider

Guest CPU

Guest OS5

VM
Architecture

VMware
Work-station

X86,
x56-b4

X.86,
xB6-64

Windows,

Linux

Windows, Linux, Solans,
FreeBSD, Netware, OS/2,
SCO, BeOS, Darwin

Full
Virtualization

VMware
ESX Server

X86,
xB6-64

X6,
x86-64

No host
0S

The same as VMware
workstation

Para-
Virtualization

X86,

x86-64, |A-

B4

X.86, x86-
bd, 1A-64

MNetBSD,
Linuzx,
Solans

FreeBSD, NetBSD, Linux,
Solans, windows XP and

2003 Server

Hypervisor

X86, xB6-
b4, 1AG4,
5390,

PowerPC

X86, x86-
64, |1AG4,
S390,
PowerPC

Linux

Linux, Windows,
FreeBSD, Solans

Para-
Virtualization
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The XEN Architecture (1)

Control, VO {(Domain 0) Guest domain Guest domain

uones| ddy

uopeaddy

uoneoddy
uonedddy

uonen|day
woneoday

uoned)ddy
uopes|ddy

"‘_'|_-.
]
g

Hardware devices

FIGURE 3.5

[he Xen architecture's spacial domain O for contral and 1/0, and saveral guest domains for user applications.
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The XEN Architecture (2)

Xen 1s an open source hypervisor program developed by Cambridge University. Xen 15 a micro-
kernel hypervisor, which separates the policy from the mechanism. The Xen hypervisor implements
all the mechanisms, leaving the policy to be handled by Domain 0, as shown in Figure 3.5, Xen
does not include any device drivers natvely [7]. It just provides a mechanism by which a guest OS

can have direct access to the physical devices. As a result, the size of the Xen hypervisor 15 kept
rather small. Xen provides a virtual environment located between the hardware and the 08,
A number of vendors are in the process of developing commercial Xen hypervisors, among them

are Citrix XenServer [62] and Oracle VM [42].

Copyright © 2012, Elsevier Inc. All rights reserved. 22 1
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The XEN Architecture (3)

The core components of a Xen system are the hypervisor, kernel, and applications. The organi-
zation of the three components 1s important. Like other virtualization systems, many guest (OSes
can run on top of the hypervisor. However, not all guest OSes are created equal, and one in particu-
lar contmols the others. The guest 08, which has control ability, 1s called Domain 0, and the others

are called Domain U, Domain 0 15 a privileged guest OS of Xen. It 1s first loaded when Xen boots
without any file system drivers being available. Domain () is designed to access hardware directly

and manage devices. Therefore, one of the responsibilities of Domain () is to allocate and map hard-
ware resources for the guest domains (the Domain U domains).

For example, Xen 1s based on Linux and 1ts security level 1s C2. Its management VM 1s named
Domain 0, which has the privilege to manage other VMs implemented on the same host. If Domain
() 1s compromised, the hacker can control the entire system. So, m the VM system, security policies
are needed to improve the security of Domain (0. Domain 0, behaving as a VMM, allows users to
create, copy, save, read, modify, share, migrate, and roll back VMs as easily as manipulating a file,
which flexibly provides tremendous benefits for users. Unfortunately, it also brings a series of
security problems during the software life cycle and data lifetime.
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Full Virtualization vs. Para-Virtualization

Full virtualization

Does not need to modify guest OS, and critical instructions are
emulated by software through the use of binary translation.

VMware Workstation applies full virtualization, which uses binary
translation to automatically modify x86 software on-the-fly to replace
critical instructions.

Advantage: no need to modify OS.

Disadvantage: binary translation slows down the performance.

Para virtualization

Reduces the overhead, but cost of maintaining a paravirtualized OS is
high.

The improvement depends on the workload.

Para virtualization must modify guest OS, non-virtualizable
Instructions are replaced by hypercalls that communicate directly with
the hypervisor or VMM.

Para virtualization is supported by Xen, Denali and VMware ESX.

Copyright © 2012, Elsevier Inc. All rights reserved. 24 1
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Full Virtualization

Application Application

Ciuest Operating Couest Operating

!'i-"'b'.'-il'l!'l'l'l !'i-:b'ﬁ"-l."l'l'l

[_ Virtualization Laver

Hardware

\ J
e O
Figure 6.9 The concept of full virtmalization using a hypervisor or a VMM directly sitting
on top of the bare hardware devices. Note that no host OS5 is used here as in Figure 6.11.
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Binary
Translation
of Guest OS
Requests
using a
VMM:

Direct
execution
of user
requests

Ring 3

Ring 2 | "

Ring 1 Guest OS I|
. | Binary

‘ /' requests

| translation
IIlll _.-"II 'Df DS

Host computer
system hardware

FIGURE 3.6

Indirect execution of complex instructions via binary
translation of guest OS requests using the VMM plus

direct execution of simple instructions on the same host.
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Para- Virtualization with Compiler Support.

Hardware

The KVM builds offers kernel-based VM on the Linux
platform, based on para-virtualization
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FIGURE 3.8

The Use of a para-virtualized guest OS5 assisted by
an intelligent compiler to replace nonvirtualizable OS
nstructions by hypercalls.
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VMWare ESX Server for Para-Virtualization

x86 SMP
hardware

Guest Guest Guest
OS OS OS

Console
OS

SCSI Ethernet
driver driver
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Memory Virtualization Challenges

Address Translation

* Guest OS expects contiguous,
zero-based physical memory

« VMM must preserve this illusion

Page-table Shadowing
+ VMM intercepts paging operations
» Constructs copy of page tables

Overheads
* \/M exits add to execution time

« Shadow page tables consume
significant host memory

Induced
VM Exits

VM,

"

— LhL

Guest Guest
Page Tables | Page Tables
Remap
L r
VMM
Shadow
Page Tables
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Current virtual I/O devices

Guest device driver
Virtual device

Virtualization layer
— emulates the virtual device

Guest OS

[- Device Driver

Device ’ _ : : e
et remaps guest and real I/O addresses

/O Stack

— multiplexes and drives the physical device
— I/O features, e.g., COW disks.

* Real device

— —may be different from virtual device

Device Driver

L/

L
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—
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o
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Conclusions on CPU, Memory
and 1/O Virtualization :

CPU virtualization demands hardware-assisted traps of
sensitive instructions by the VMM

Memory virtualization demands special hardware support
(shadow page tables by VMWare or extended page table by
Intel) to help translate virtual address into physical address

and machine memory in two stages.

|/O virtualization is the most difficult one to realize due to
the complexity if I/O service routines and the emulation

needed between the guest OS and host OS.
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Multi-Core Virtualization:
VCPU vs. traditional CPU

System ‘
software” “-

cores

Figure 3.16 Four VCPUs are exposed to the software, only three cores are actually
present. VCPUs V0, V1, and V3 have been transparently migrated, while VCPU V2
has been transparently suspended. (Courtesy of Wells, et al., “Dynamic
Heterogeneity and the Need for Multicore Virtualization”, ACM SIGOPS Operating
Systems Review, ACM Press, 2009 [68] )
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Virtual Cores vs. Physical Processor Cores

Physical cores

Virtual cores

The actual physical cores present in
the processor.

There can be more virtual cores
visible to a single OS than there are
physical cores.

More burden on the software to write
applications which can run directly on

the cores.

Design of software becomes easier
as the hardware assists the software
in dynamic resource utilization.

Hardware provides no assistance to
the software and is hence simpler.

Hardware provides assistance to the
software and is hence more
complex.

Poor resource management.

Better resource management.

The lowest level of system software
has to be modified.

The lowest level of system software
need not be modified.
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VMO: Database C—JVM4: Middleware
VM1 Web server C_JIVMS5: Middleware
CJIVMZ: Web server _JVM6G: Middleware
L IVM3: Database L IWVM7: Middleware

(a) Mapping of VMs into adjacent cores

(Courtesy of Marty and Hill, 2007)
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Virtual Clusters in Many Cores
Space Sharing of VMs -- Virtual Hierarchy

R A T TR
I
I
I

(b) Multiple virtual clusters assigned to various workloads

(Courtesy of Marty and Hill, 2007)
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Virtual Cluster Characteristics

The virtual cluster nodes can be either physical or virtual machines. Multiple VMs
running with different OSs can be deployed on the same physical node.

A VM runs with a guest OS, which is often different from the host OS, that manages the
resources in the physical machine, where the VM is implemented.

The purpose of using VMs is to consolidate multiple functionalities on the same server.
This will greatly enhance the server utilization and application flexibility.

VMs can be colonized (replicated) in multiple servers for the purpose of promoting
distributed parallelism, fault tolerance, and disaster recovery.

The size (number of nodes) of a virtual cluster can grow or shrink dynamically, similarly to
the way an overlay network varies in size in a P2P network.

The failure of any physical nodes may disable some VMs installed on the failing nodes.

But the failure of VMs will not pull down the host system.
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Virtual Clusters vs. Physical Clusters

Physical Physical Physical Virtual
cluster 1 cluster 2 cluster 3 machines

Virtual
cluster 4

FIGURE 3.18

A cloud platform with 4 virtual clusters over 3 physical clusters shaded differentlyj
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System area network

nodes for nodes for nodes for nodes for

Virtual cluster Virtual cluster U Virtual cluster I Virtual cluster
application A application B application C application D

FIGURE 3.19

The concept of a virtual cluster based on application partitioning.
(Courtesy of Kang, Chen, Tsinghua University 2008)
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Live Migration of Virtual Machines

VM running normally on Stage 0: Pre-Migration

Host A Active VM on Host A

Alternate physical host may be preselected for migration
Block devices mirrored and free resources maintained

Stage 1: Reservation
Initialize a container on the target host

Stage 2: lterative pre-copy
Enable shadow paging

Downtime Stage 3: Stop and copy

(VM out of service) Suspend VM on host A

Generate ARP to redirect traffic to Host B
Synchronize all remaining VM State to Host B

Stage 4: Commitment
VM state on Host A is released

VM running normally on Stage 5: Activation

Host B VM starts on Host B
Connects to local devices
Resumes normal operation

FIGURE 3.20

Live migration process of a VM from one host to another.

(Courtesy of C. Clark, et al. [147)
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Effect of migration on web server transmission rate
1st precopy, 62 secs further iterations

765 Mbit/sec 9.8 secs
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512Kb files Sample over 100ms
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FIGURE 3.21

Effect on data transmission rate of a VM migrated from one failing web server to another.
(Courtesy of C. Clark, et al. [14])
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Virtual Cluster Projects

Table 3.5 Experimental Results on Four Research Virtual Clusters

Project Name Design Objectives

Cluster-on-Demand at Duke Dynamic resource allocation with a
Univ. virtual cluster management system

Cellular Disco at Stanford Univ, To deploy a virtual cluster on a
shared-memory multiprocessor

VIOLIN at Purdue Univ. Multiple VM clustenng to prove the
advantage of dynamic adaptation

GRAAL Project at INRIA in Performance of parallel algorithms
France In Xen-enabled virtual clusters

Reported Results and
References

Sharing of VMs by multiple virtual
clusters using Sun Gridengine [12]

VMs deployed on multiple
processors under a VMM called
Cellular Disco [8]

Heduce execution time of
applications running VIOLIN with
adaptation [25,55]

75% of max. performance
achieved with 30% resource
slacks over VM clusters
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Physical cluster COD servers backed by configuration database

Resource

> " pol
policies
Ir?nzsr?aurgf m Web interface
g - Template
,‘_

definitions

Image upload vCluster

requests

F Y

Network boot
automatic configuration ACPI
resource negotiation Wake-on-LAN

Dynamic
virtual clusters

VCM

o PN

Web service ' )

VCluster (" Energy-managed /\
network install reserve pool /1

controlled by _ I
trampoline N A /—/

-" Database-driven R\

J

FIGURE 3.23

COD partitioning a physical cluster into multiple virtual clusters.

(Courtesy of Jeff Chase, et al, HPDC-2003 [12])
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Cluster-on-Demand (COD Project)
at Duke University

Developed by researchers at Duke University, the COD (Cluster on Demand) project 1s a virtual cluster

The Duke researchers used the sun Gridkngine scheduler to demonstrate that dynamic virtual clusters

3re an enabling abs puting utilities such as grids. The

system supports dynamic, policy-based cluster sharing between local users and hosted gria services.

ftractive features include resource reservation, adaptive provisioning, scavenging of idle resources, and
dynamic instantiation of gria services. The COD servers are backed by a configuration database. This

system provides resource policies and template definition in response to user requests.

Copyright © 2012, Elsevier Inc. All rights reserved. 44



B Systems
Architecture

Hl Bicgeometry

0
@
o
Q
c
E
i
o]
O
£
S
=

Day 1 Day 4 Day 5
Time

FIGURE 3.24

Cluster size variations in COD over eight days at Duke University.

(Courtesy of J. Chase, ef al. [12])
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Source node

Target node

Dom0

Migration y cBC N
daemon '- compressﬂc&,

.

VM

Migration /7 CBC N\
daemon 'gompressiun

!

}._ Shadow page table
VMM

FIGURE 3.22

Live migration of VM from the Dom0 domain to a Xen-enabled target host.
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VIOLIN Project at Purdue University

The Purdue VIOLIN Project applies live VM migration to reconfigure a virtual cluster environment. Its
purpose 1S to achieve better resource utilization in executing multiple cluster jobs on multiple cluster

domains. The project leverages the maturity of VM migration and environment adaptation technology.
The approach is to enable mutually isolated virtual environments for executing parallel applir"atiﬂ ns on
fop of a shared physical infrastructure consisting of multiple domains. Figure 3.25 illustrates the

with five concurrent virtual environments, labeled as VIOLIN 1-5, sharing two physical clusters.

utiliz
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Without adaptation With adaptation B VIOLIN1 [ ] VIOLIN 4
Domain 1 Domain 2 Domain 1 Domain 2  |[I VIOLIN 2 VIOLIN 5

Nu
i

[]VIOLIN 3

1. Initially VIOLIN
1, 2, 3 are computing

2. After VIOLIN 2
is finished,
before adaptation

3. After adaptation

4. After VIOLIN
4, 5 are created

o ol el A
G0 |Bh | b
|y

5. After VIOLIN
1, 3 are finished

0 o[ e

v

FIGURE 3.25

VIOLIN adaptation scenario of five virtual environments sharing two hosted clusters; Note that there are
more idle squares (blank nodes) before and after the adaptation.

(Courfesy of F. Ruth, ef al. [24,51])
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Parallax for VM Storage Management

Physical hosts

Storage administration domain Storage
Storage functionality such as snapshot appliance VM VM
facilities that are traditionally - =+ VM

implemented W|t_h|n storage devices VMM (Xen)
are pushed out into per-host storage L
appliance VMs, which interact with a 8
simple shared block device and may
also use local physical disks.

Storage
appliance

8

Shared block device
Any network block device
may be used: FC, iSCSI, Storage
AoE, GNBD, NFS-based appliance
file, Petal, etc. VM

~ <

B

FIGURE 3.26

Parallax is a set of per-host storage appliances that share access to a common block device and presents
virtual disks to client VMs.

(Courtesy of D. Meyer, et al. [43])
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Table 3.6 VI Managers and Operating Systems for Virtualizing Data Centers [9]

Manager/
0S,
Platforms,
License

Nimbus
Linux,
Apache v2

Eucalyptus
Linux, BSD

OpenNebula
Linux,
Apache v2

vSphere 4
Linux,
Windows,

proprietary

Resources Being
Virtualized, Web
Link

VIV creation, virtual
cluster, www
Nimbusproject.org/

Virtual networking
(Example 3.12 and
[41]), www
eucalyptus.com/

Management of VM,
haost, virtual network,
and scheduling toals,
www .opennebula.org/

Virtualizing OS for
data centers
(Example 3.13), www
vmware.com/
products/vsphere/ [66]

Client
API,
Language

EC2 WS,
WSRF, CLI

EC2 WS,
CL

XML-BPC,
CLI, Java

CLI, GUI,
Portal, WS

Hypervisors
Used

Xen, KVIV

Xen, KVIV

Viviware
ESX, ESXi

Public
Cloud
Interface

EC2

EC2, Elastic
Host

ViMware
vCloud
partners

Cloud OS for Building Private Clouds

Special
Features

Virtual
networks

Virtual
networks

Virtual
networks,
dynamic
provisioning
Data
protection,
vStorage,
VMFS, DRM,
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Eucalyptus . An Open-Source OS for Setting
Up and Managing Private Clouds

Eucalyptus is an open source software system (Figure 3.27) intended mainly for supporting Infrastructure
as a service (laas) clouds. The system primarily supports virtual networking and the management of VMs;
virtual storage is not supported. Its purpaose Is to build private clouds that can interact with end users
through Ethernet or the Internet. The system also supports interaction with other private clouds or public
clouds over the Internet. The system Is short on security and other desired features for general-purpose
grid or cloud applications.

Instance Manager controls the execution, inspection, and terminating of VM instances on the host

where It runs.

Group Manager gathers information about and schedules VM execution on specific instance managers,
as well as manages virtual instance network.

Cloud Manager Is the entry-point into the cloud for users and administrators. It queries node managers
for information about resources, makes scheduling decisions, and implements them by making

requests to group managers.
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FIGURE 3.27

Eucalyptus for building private clouds by establishing virtual networks over the VMs linking through
Ethernet and the Internet.

(Courtesy of D. Nurmi, et al. [45])
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FIGURE 3.28

vSphere/4, a cloud operating system that manages compute, storage, and network resources over
virtualized data centers.
(Courtesy of VMware, April 2010 [72])
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Trusted Zones for VM Insulation
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(Courtesy of L. Nick, EMC 2008)
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